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APPENDIX 

# Install necessary libraries 
import pandas as pd 
import numpy as np 
import re 
import string 
import matplotlib.pyplot as plt 
from sklearn.model_selection import train_test_split 
from sklearn.metrics import confusion_matrix, classification_report 
from sklearn.preprocessing import LabelEncoder 
from tensorflow.keras.preprocessing.text import Tokenizer 
from keras.preprocessing.sequence import pad_sequences 
from keras.models import Sequential 
from keras.layers import Conv1D, MaxPooling1D, Flatten, Dense, Embedding, 
Dropout 
from keras.callbacks import EarlyStopping 
import nltk 
from textblob import TextBlob 
 
from imblearn.over_sampling import SMOTE 
from tensorflow.keras.regularizers import l2 
from tensorflow.keras.optimizers import Adam 
from tensorflow.keras.utils import to_categorical 
from sklearn.utils.class_weight import compute_class_weight 
from tensorflow.keras.layers import BatchNormalization # Import 
BatchNormalization 
from keras.callbacks import ReduceLROnPlateau 
from google.colab import files 
 
# Ambil data dan label 
X = df['cleaned_tweet'].values 
y = df['sentiment'].values 
 
# Stratified split 65/17.5/17.5 
X_train, X_temp, y_train, y_temp = train_test_split(X, y, test_size=0.35, 
stratify=y, random_state=42) 
X_val, X_test, y_val, y_test = train_test_split(X_temp, y_temp, 
test_size=0.5, stratify=y_temp, random_state=42) 
 
 
 
# Stratified split 55/22.5/22.5 
X_train, X_temp, y_train, y_temp = train_test_split(X, y, test_size=0.55, 
stratify=y, random_state=42) 
X_val, X_test, y_val, y_test = train_test_split(X_temp, y_temp, 
test_size=0.5, stratify=y_temp, random_state=42)  

 

 

  


