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ABSTRACT 

This study analyzes customer sentiment in reviewing the Gojek application to find out 

whether Chi-Square feature selection can improve the performance of the sentiment analysis 

model. This study uses 12,000 Gojek review data, starting with labeling positive, negative, or 

neutral based on user ratings of the reviews. Naive Bayes with and without Chi-Square feature 

selection is used in testing related to accuracy, precision, recall, and F1 score. The best 

performance is obtained by using alpha 0.5 combined with the best 2000 Chi-Square features, 

which produces 86.96% accuracy, 87.84% precision, 86.96% recall, and 85.29% F1 score on 

imbalanced data. SMOTE is also used to handle the low number of neutral reviews, but it produces 

lower accuracy. In conclusion, Chi-Square feature selection in the Naive Bayes algorithm can 

improve model accuracy on imbalanced and balanced datasets. 
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