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Abstract— The main purpose of this article is to model 

the topic of OVO Fintech user comments using LDA. 

This research is a word processing research conducted 

using text mining. The statistical population is the 

comments of OVO e-wallet Fintech users in 2021 who 

take data randomly. LDA (Latent Dirichlet Allocation) 

and Python programming language were applied to 

analyze data and implement text mining algorithms 

from topic modeling. Findings are the most important 

keywords in Fintech user comments. Also, there are 6 

important topics identified in the comments of Fintech 

users by applying a topic modeling algorithm.Text 

mining and Latent Dirichlet Allocation were applied to 

analyze the e-wallet. OVO is a hot topic for Fintech 

users. Finally, in addition to a retrospective approach to 

data collection and analysis, the results can be utilized 

with a prospective approach to strategic planning and 

policy making. 

Keywords Text mining, Fintech, Topic model, OVO, 

Latent Dirichlet Allocation, LDA 

I. INTRODUCTION 

Fintech, also known as financial services/financial 
technologies/payment technologies [1] is a cross-
disciplinary subject that combines finance, technology 
management and innovation management. Fintech 
refers to innovative ideas to improve financial service 
processes by using technological solutions in 
accordance with existing business models [2]. In terms 
of technology, Fintech refers to the use of mobile 
devices including wireless, digital assistants, radio 
frequency devices, and Near-Field Communication 
(NFC)-based communication devices to make 
payments for goods and services [3]. López [4] say 
that Fintech has higher levels of financial inclusion, 
not only because of the potential growth-enhancing 
and poverty-reducing effects of financial inclusion, 
but also because it contributes to dampening the credit 
boom-bust cycle if a crisis occurs. 

The growth of Fintech in Indonesia is very 
significant, it can be seen that the Financial Services 
Authority or OJK (Otoritas Jasa Keuangan) issued 
information that the number of peer to peer (P2P) 
based Fintech in 2020 was 155. In research [5] that the 
growth of financial technology (FinTech) in Indonesia 
is very significant. From this data, the largest number 

is Android-based applications installed on the 
PlayStore. 

The Android-based Fintech application in 
Indonesia has been uploaded to the Playstore at the 
address https://play.google.com/store. In this study, 
the comment data for the OVO Fintech application 
was downloaded using the scraping method. 

One of the e-wallet applications in Indonesia is 
OVO, which is an integrated digital finance 
application developed by LippoX, integrated with 
several Lippo companies. As a digital payment 
company, this application tries to accommodate 
various needs related to cashless and mobile 
payments. The OVO app is currently available for 
Android and IOS platforms. DailySocial's 2021 survey 
in Indonesia shows OVO to be the most widely used 
digital wallet application. As many as 58.9% of 
respondents who use digital wallets admit to using 
OVO. 

Nowadays, smart phones are not only used for 
communication purposes but also for mobile payment 
systems (MP), using smart phones allows users to 
initiate, authorize, and complete financial transactions. 
MP is very efficient, effective, and convenient for 
consumers to make transactions because they do not 
carry cash. 

The use of mobile wallets or electronic wallet 
applications (e-wallet) increases people to make 
contactless transactions. An e-wallet application using 
a smartphone is known as a wallet in financial 
transactions. 

The results of the evaluation of comments 
available on the Internet in the form of positive and 
negative comments together can affect customer 
satisfaction. Research on restaurants can use the 
spontaneous comments of their customers to identify 
important aspects to manage and improve [6]. 

Online consumer reviews are very influential in 
decision making [7], so companies use online 
consumer reviews to understand consumer demand, 
the dynamic state of technology, take advantage of 
commercial opportunities and promote product 
innovation [8]. 
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In this study, the data used is in the form of text 
comments from Fintech OVO users in Indonesia. 
With the research stages: collecting data on OVO 
users' comments using the Scraping method, Pre-
sentence processing, LDA implementation, the topic 
interpretation on the results of LDA processing on 
model topics, Conclusions from grouping OVO user 
comments. 

 

II. LITERATURE REVIEW 

Topic modeling, one of the text mining 
applications, analyzes text to identify themes. This 
topic model is used to classify documents and to 
support additional algorithms to perform contextual 
adaptive feature, fact and relationship extraction [9]. 

The LDA topic model is a probability generative 
model that aims to identify key themes in a collection 
of textual documents [10]. LDA can substantially 
minimize the number of dimensions (i.e. words) in the 
text while maintaining the important ties between all 
dimensions and their main topics in the documents 
that follow [11]. Based on the occurrence of words, 
the LDA algorithm simultaneously estimates the topic 
of each document and allocates it to weights [12]. The 
result of the topic modeling algorithm is a weighted 
word list, where each list is a topic and where the 
higher weighted words in the list better indicate that 
topic and each document is used as a distribution over 
topics to detect semantic patterns through all 
documents. 

LDA topic modeling is able to identify research 
trends and related topics in cluster form. The cluster 
results have interpreted the emergence of a number of 
topics in separate clusters and the fact that researchers 
in the same geographic area cite each other [13]. 

Topic modeling is one of the most powerful text 
mining techniques for exploring textual data, detecting 
latent patterns in text, and finding relationships 
between textual documents finding hidden topics in 
document sets [14]. The researchers believe that topic 
modeling is a useful tool for extracting information 
from textual data on the one hand and shows better 
performance in information retrieval compared to 
many conventional approaches. 

In brief, topic modeling is a reliable and practical 
tool for the study of text mining, and has been 
discussed in response to the need of researchers to 
explore in extensive collections of scientific texts and 
also to introduce a structured and automated approach 
to identifying the topics present in the body of the 
text. 

The results of topic modeling can analyze how 
topics are connected and their evolution over time, 
find topics that are meaningful and related to terms, 
track them over time and provide an opportunity for 
the analyst to better understand their relationships and 
changes. 

Topic modeling is one of the most practical and 
important methods in text mining. Topic modeling can 

reveal latent integrated frameworks in textual data, 
and this method helps researchers and planners in 
macro-decision making [15]. 

In this section, with LDA topic selection, the 
topics from the cluster are extracted. Text mining with 
topic detection is used to extract topics. As a tool to 
accomplish this task using python. 

 

III. METODOLOGY 

The stages of this research are data collection 
using the Scraping method which leads to the OVO 
playstore address. Pre-processing sentences by 
deleting symbols, eliminating unimportant words. 

Ones of the unattended Machine Learning 
algorithms is LDA which identifies latent topics from 
a collection of documents. This process relies on a 
"bag of word" approach, which treats each document 
as a word count vector. Each document is represented 
as a probability distribution over several topics, where 
each topic is represented as a probability distribution 
over a number of words. the stages for each document 
are processed as follows: For each document, select a 
topic from its distribution above the topic; one word 
from the distribution of words related to the topic to 
be selected; This process is repeated for all words in 
the user comment document 

 Weighting, compiling a table according to the 
weight of each word, interpreting a collection of 
words into a particular theme or topic. create graphs 
using pyLDAvis to make it easier to read groups of 
words into specific topics, and make it easier to see 
that each group of words does not coincide with each 
other. 

Conclusion of text processing using LDA 
algorithm 

IV. RESULT AND DISCUSSION 

The data used is OVO comment data taken from 
Google Playstore which was taken randomly in 2021. 
The data structure consists of reviewId, username, 
userImage, content, score, thumbsUpCount, 
reviewCreatedVersion, at, replyContent, repliedAt, 
sortOrder, appId as shown in the table. In this study, 
we will explore topics from the content column, as 
shown in table 1. 

Sentences that will be observed to be used as 
topics as shown in the content column. as shown in 
table 2. 

The total data used after cleaning is 1305. The data 
consists of user comments with a value score of 1 to 5 
with a distribution as shown in the table III below. in 
addition to reviews of the OVO application, users also 
give a rating of 1-5, where a rating of 1 is considered 
to have the lowest/hurtest performance, rating 3 means 
neutral or mediocre, and 5 is considered to have the 
best performance. 
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TABLE I.  STRUCTURE COMMENT 

 

TABLE II.  CONTENT COMMENT 

 

 

TABLE III.  NUMBER OF COMMENTS BASED ON COMMENT 

WEIGHT 

score number 

1 206 

2 239 

3 401 

4 40 

5 419 

total 1305 

 

LDA used using genism. The installation process 
by importing genism and its corpora. 

Creating the object for LDA model using gensim 
library. this process is to create a model, by doing 
several experiments with until it reaches the non-
overlapping topics displayed using LDAvis. And 
obtained a stable model with a topic of 6 with a 
number of words of 15. 

Setting the model lda_model = 
Lda(doc_term_matrix, num_topics=total_topics, 

id2word = dictionary, random_state=100, passes=10, 
alpha=0.01, eta=0.10, per_word_topics=True, 
chunksize=100) 

The process after building the model is to identify 
the topics studied by the model. Topics that fit into 
recognizable categories. To do this, we must first 
remember what 'topic' actually is in the context of 
LDA. 

The probability distribution of words in the 
vocabulary is that each topic gives a certain 
probability for each unique word that appears in the 
data. Different topics will give different probabilities 
for the same word: 

Looking at the highest probability words in each 
topic will give an idea of the main theme. Each topic 
can be identified with several clear themes and all 
topics are relatively different. 

In this study, 6 topics will be set to explore the 
theme of OVO Fintech users' comments. 

In-topics have mixed membership, which means 
that each document can partially belong to several 
different topics. For each document, topic 
membership is expressed as a weight vector that adds 
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up to one; the magnitude of each weight indicates the 
extent to which the document represents a particular 
topic. 

We will explore in our fit model by looking at the 
topic distribution for user comments from the data set. 
In this process it should be found that these comments 
have the highest weight on the topic whose theme is 
most relevant to the subject of the review. 

Here we will predict the distribution of OVO 
Fintech topics shown in table IV. 

Numbers 1 to 6 in the row indicate the topic, 
numbers 1 to 9 in the column indicate the word that 
appears in the topic. Each topic has 9 words that 
appear with the highest weight. Each topic contains 
words that have a certain weight. The weights are 
obtained from the probability process carried out by 
LDA.

TABLE IV.  WORD PROCESSING RESULTS BASED ON WEIGHT AND INTERPRETATION 

No Topic interpretation 1 2 3 4 5 6 7 8 9 

1 already logged in using 

an account but it's 
long-time(difficulty 

verifying) 

   0.046* 

be able 

  

0.042* 
already 

  

0.027* 
login 

  0.020* 

account 

  

0.017* 
please 

  0.016* 

even 

  0.014* 

long-
time 

  0.014*  

login 

  

0.013* 
balance 

2 complete conditions 
but failed transaction 

   0.050* 
be-able 

  
0.041* 

transfer 

  
0.029* 

already 

  0.021* 
bank 

  
0.017* 

account 

  0.017* 
failed 

  0.015* 
open 

  0.014* 
photo 

  
0.013* 

ID card 

3 upgrade to premiere is 
problematic 

   0.058* 
upgrade 

  
0.031* 

long 

  
0.025* 

already 

  0.023* 
premiere 

  
0.021* 

register 

  0.020* 
waiting 

  0.018* 
can 

  0.015* 
account 

  
0.014* 

must 

4 transaction 

convenience 

   0.039* 

transaction 

  

0.036* 
very 

  

0.030* 
easy 

  0.021* 

pay 

  

0.020* 
sell 

  0.016* 

too 

  0.015* 

more 

  0.015* buy   

0.015* 
piece 

5 have done top-up for 

pre-employment 
response with 

customer service (CS) 

support 

   0.023* 

already 

  

0.017* 
word 

  

0.016* 
code 

  0.015* 

me 

  

0.015* 
cs 

  0.015* 

security 

  0.014* 

continue 

0.013* pre-

employment 

  

0.013* 
now 

6 easy top-up service 
helps in work 

   0.029* 
process 

  
0.020* 

use 

  
0.020* 

top-up 

  0.018* 
already 

  
0.015* 

fast 

  0.015* 
service 

  0.015* 
please 

  0.014* 
soon 

  
0.014* 

work 

 

 

Figure 1.  Ovo Comment Data Visualization Using Pyldavis 

 

From table IV, it takes 9 words with the highest 
weight from each topic that is built. Of these 6 topics, 

it can be interpreted as a group of topics: difficulty of 
verification, complete requirements but failed 

1



transactions, troubled upgrading to premiere, ease of 
transactions, doing top-up for pre-employment with 
Customer Service (CS) response, ease of top-up 
service helping in work. 

By getting an interpretation of the topic, problems 
or advantages of the OVO Financial Technology 
application can be identified. 

By using LDAvis, this process will visualize using 
circles that represent certain topics in Fintech. 

The gray image shows the overall term frequency; 
the red image shows the approximate term frequency 
in the selected topic. 

By setting the Lamda, you can see the order of 
words in the selected topic according to the frequency 
that is formed. 

V. CONCLUSION 

The LDA algorithm can identify hidden topics 
contained in the comments of Fintech OVO users. The 
processed data get a maximum topic group of 6 topics 
with groups that do not appear to overlap which can 
be shown in the LDAVIS image. 

Of the 6 topics, there are 3already logged in using 
an account but it's long-time (difficulty verifying), 
complete conditions but failed transaction, upgrade to 
premiere is problematic. Meanwhile, 3 transaction 
convenience, have done top-up for pre-employment 
response with customer service (CS) support, easy 
top-up service helps in work.  
From these topics, service providers can focus on 2 
parts of service improvement and system repair, on 
the other hand maintaining and making better 
services. 
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