PROJECT REPORT

COMPARISON OF DENSENET AND RESNET
ARCHITECTURES FOR CLASSIFICATION ON WHITE
BLOOD CELL

JESSICA BETHA YOLANDA
20.K1.0039

Faculty of Computer Science
Soegijapranata Catholic University
2024



ABSTRACT

White blood cell examination is useful in determining disease conditions. Accuracy in
white blood cell classification is crucial, as errors can result in improper disease detection.
Currently, white blood cell classification in healthcare is still done manually, so a system is
needed to reduce classification errors. Researchers have tried to classify white blood cells
using CNN, ResNet architecture provides good performance. Similar to ResNet, DenseNet
also has "skip connections", but the difference is that it has fewer parameters. DenseNet has
been evaluated on competitive datasets and the results outperformed ResNet. So in this study,
we suspect that the DenseNet architecture can provide higher performance than ResNet in
classifying white blood cells. We wanted to compare the performance of ResNet and DenseNet
for classifying white blood cells. We used certain parameters and divided the dataset with
various comparisons on the two architectures. Then the performance of the model will be
evaluated by calculating sensitivity, specificity, and accuracy. Thus, the results of this study
can be implemented in the health sector and can help health workers when classifying white
blood cells with the right predictions. The best result from the comparison of both DenseNet
and ResNet architectures is the DenseNet architecture. DenseNet obtained the results of
sensitivity 64,85234678, specificity 88,26916351, and accuracy 82,40852433.

Keyword: white blood cell, cnn, densenet, resnet

vi



	85b48abda21213ce5674ed841cbda84fa0a8f5bdb1b58706a9280fa1701f1da5.pdf
	e6539ff5f930303a35ff6e34f384808090055c3f9e3389a41ccaa1bf0253f67c.pdf
	c12978cae25bcfffe54a1c7b417b41c6ad115bc8b915872161b0e504f54e7973.pdf
	85b48abda21213ce5674ed841cbda84fa0a8f5bdb1b58706a9280fa1701f1da5.pdf
	HALAMAN PERNYATAAN PUBLIKASI KARYA ILMIAH UNTUK KEPENTINGAN AKADEMIS
	ACKNOWLEDGMENT
	ABSTRACT
	TABLE OF CONTENTS
	LIST OF FIGURES
	List of Tables
	CHAPTER 1 INTRODUCTION
	1.1. Background
	1.2. Problem Formulation
	1.3. Scope
	1.4. Objective

	CHAPTER 2 LITERATURE STUDY
	CHAPTER 3 RESEARCH METHODOLOGY
	3.1. Dataset Collection
	3.2. Splitting Data
	3.3. Dataset Preproccessing
	3.4. Transfer Learning (Feature Extraction)
	3.5. Build the Model Architecture
	3.5.1. Convolution Layer
	3.5.2. Pool Layer
	3.5.3. Fully Connected Layer

	3.6. Train the Model
	3.7. Evaluation

	CHAPTER 4 IMPLEMENTATION AND RESULTS
	4.1. Experiment Setup
	4.2. Implementation
	4.2.1. Data Preproccessing
	4.2.2. DenseNet169 Implementation
	4.2.3. ResNet101 Implementation
	4.2.4. Layer 1 Gradien Calculation
	4.2.5. Layer 4 Gradien Calculation
	4.2.6. Layer 1 & 4 Gradien Calculation

	4.3. Result
	4.3.1. Densenet169 Algorithm
	4.3.2. Resnet101 Algorithm
	4.3.3. Gradient of Activation Functions

	4.4. Discussio

	CHAPTER 5 CONCLUSION
	REFERENCES
	APPENDIX

	9040f3910c238493facecf4e092f652f41a38cc93bf6a5eb1d29df817b2dca35.pdf

