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Abstract
In recent years, studies related to topic derivation in Twitter have gained a lot of interest from
businesses and academics. The interconnection between users and information has made
social media, especially Twitter, an ultimate platform for propagation of information about
events in real time.Many applications require topic derivation from this socialmedia platform.
These include, for example, disaster management, outbreak detection, situation awareness,
surveillance, andmarket analysis. Deriving topics fromTwitter is challenging due to the short
content of the individual posts. The environment itself is also highly dynamic. This paper
presents a review of recent methods proposed to derive topics from social media platform
from algorithms to evaluations. With regard to algorithms, we classify them based on the
features they exploit, such as content, social interactions, and temporal aspects. In terms
of evaluations, we discuss the datasets and metrics generally used to evaluate the methods.
Finally, we highlight the gaps in the research this far and the problems that remain to be
addressed.
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1 Introduction

Twitter is one of the social media platforms widely used worldwide enabling people to post
short pieces of information on any matter. People might post a message for a wide range of
reasons, such as to state someone’s mood in a moment [56,108], to advertise one’s business,
to comment on current events, or to report an accident or disaster [48]. With the widespread
and continuous use of social media by such a large community, there is a need to understand
what the topics under discussion are. This is the goal of topic derivation. Deriving topics
from Twitter is the task of identifying the main topic of each tweet (Twitter post) and listing
the most important keywords to represent each topic.

Founded in 2006, Twitter now has millions of active users globally. It was based on the
idea of Jack Dorsey (Twitter co-founder) to broadcast users’ status update to friends utilizing
an SMS-based messaging platform [14]. The limit of 140 characters used in earlier versions
of Twitter was based on the limit of the number of characters for one SMS (short message
service). Jack Dorsey (@jack) posted his first tweet on March 21, 2006. In March 2007,
Twitter won the Web Award from the SXSW Interactive conference [116]. It is a prestigious
award given to honor the best and most exciting technology development in the digital era.
Just about three years after the first tweet, the number of tweets posted in Twitter had reached
a billion [115].

Table 1 shows some statistics about Twitter in early 2019. There were around 330 million
active Twitter users per month, posting roughly 500 million tweets per day (±6000 tweets
per second). 82% of the active users posted their tweets from mobile devices. Twitter has 35
offices around the world with more than 4000 employees. With 79% of the accounts outside
the USA, the Twitter platform now supports more than 40 languages. These facts make
Twitter one of the most active social network platforms worldwide. In addition, Twitter also
provides real-time access through API to stream the posts. This is one of the most important
advantages of Twitter compared to Facebook, Instagram, or other social media platforms.

With its large number of users and its ability to deliver real-time updates, Twitter has been
used as an important source by journalists and government organizations to obtain the latest
information about unfolding events. The photograph of the US Airways plane crashed into
the Hudson River was first posted and seen on Twitter before being reported by traditional
news media [116]. In 2011, Twitter proved to be one of the mass communication media
reporting on the unfolding events in the Arab spring movement, attracting the interests of

Table 1 Twitter facts

Items Facts/number

Monthly active users 330M

Tweets per day 500M

Unique monthly visits to sites with embedded tweets 1B

Active users on mobile 82%

Accounts outside the USA 79%

Number of employees 4100

Number of offices around the world 35+
Number of supported languages 40+
The facts are compiled from https://about.twitter.com/company (accessed April 24, 2019) except the tweets
per day, which are from http://www.internetlivestats.com/twitter-statistics/ (accessed April 24, 2019)
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journalists to source news from this platform [39]. Information about other types of events
was also frequently and widely spread through Twitter. They include, for example, the 2009
earthquake in Japan [89], the floods in Australia [19], and Obama’s presidential election
[116].

Nowadays, following the high level of user activities on this platform, most of the news
channels have accounts on Twitter and post their current headlines to the platform [80].
Brands and public figures, including actors, athletes, and politicians, are taking advantages
of the exponential rise of Twitter users to maximize their influence. More than 80% of
world leaders are active on Twitter [24].1 The above situation has attracted the interests of
businesses and researchers to develop methods for topic derivation in Twitter: identifying
what is being discussed. The ability to derive topics from this platform is very important
for various critical applications [119], including disaster management, outbreak detection,
situation awareness, surveillance [65], and market analysis [23]. The task of topic derivation
in Twitter is challenging due to the short length of the posts, and the language used (which
includes abbreviations, misspelling, and non-conventional terminology and syntax).

This paper presents our review of key techniques and current studies on deriving topics
from Twitter. To get comprehensive review, we start the process by exploring the existing
surveys related to the area of topic derivation for the Twitter platform. We then identify the
state-of-the-art algorithms, the major extensions and their techniques used to derive topics
in this environment. Different from existing surveys, our review ranges from algorithms
to evaluations. In terms of algorithms, we classify the methods based on the features they
exploit, such as content, social interactions, and temporal aspects.With regard to evaluations,
we discuss the datasets and metrics used to evaluate the methods as an integral part of the
study of topic derivation in Twitter environment.

This paper is organized as follows: In Sect. 2, we present the summary of existing survey
papers. We describe the general task of topic derivation and its prominent methods in Sect. 3.
Section 4 focuses on the review of recent topic derivationmethods by classifying the literature
based on their incorporated features. Section 5 discusses the datasets and common evaluation
metrics used to measure the performance of the proposed solutions. In Sect. 6, we highlight
the practical issues, challenges, and future directions. Section 7 concludes the paper.

2 Existing surveys

In this section, we present a comprehensive summary of recent surveys in the area of topic
derivation, especially related to social media. They provide reviews of relevant works from
many points of view, for example, the types of topics or applications (e.g., related to law
enforcement, drug reaction detection, outbreaks, news, or disasters), the evolution of topics,
and the detection methods (e.g., supervised vs unsupervised, offline vs online).

A paper by Atefeh and Khreich [6] presents a survey of event detection techniques in
Twitter. It classifies the literature according to the event types (i.e., specified and unspecified
events), and the detection methods (i.e., supervised and unsupervised). Alghamdi and Alfalqi
[2] categorize the reviewed literature into two common approaches: normal topic models and
topic evolution models with a time factor. Only popular methods in topic modeling are
included. Song et al. [107] present a survey for the short text classification. It discusses the
characteristics of a short text (like Twitter) and its challenges for the classification process.

1 According to the Digital Policy Council (DPC) annual report on 2015 World Leader Ranking on Twitter
[24], a total of 139 world leaders from 167 countries have an account in Twitter.
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The works reviewed are divided into four major categories: text classification using semantic
analysis, semi-supervised short text classification, ensemble short text classification, and
real-time classification.

Rafeeque and Sendhilkumar [97] review several works on short text analysis in the follow-
ing categories: semantic similarity usingWeb search for data enrichment, semantic similarity
using data repositories for data enrichment, short text classification, and short text clustering
(unsupervised). Jelisavc̀ić et al. [46] provide an overview of popular probabilistic models
used in topic modeling. Hong and Davison [42] conducted an empirical study of topic mod-
eling methods in Twitter by comparing the performance of LDA [9] and the author–topic
model [101].

Several surveys are focused on the evolution of topics. Aggarwal and Subbian [1] provide
an overview of some literature on graph evolution analysis and application. The reviews are
generally divided into two categories: the maintenancemethods and the analysis of analytical
evolution. The paper also discusses two different types of speed in the evolution of topics:
slowly evolving networks and streaming networks. Campos et al. [12] survey studies related
to temporal information retrieval and their applications. It also discusses the temporal-based
clustering and classification of Web pages and social network results. The survey by Silva
et al. [106] focuses on methods that address the temporal aspects involved in data stream
clustering in the domain of network intrusion detection, sensor networks, and stock market
analysis.

On the application level, Edwards et al. [30] conduct a survey of works related to data min-
ing technology specifically intended for law enforcement. The works included in the survey
were found through queries focused on crime, police, and law enforcement. These queries
were augmented with keywords from data mining area, such as from artificial intelligence,
data fusion, datamining, information fusion, NLP,machine learning, social network analysis,
and text mining. Collected papers are then classified based on problem topics (e.g., financial
crime, cybercrime, criminal threats or harassment, and police intelligence), and crossed with
the data mining techniques. Topic detection in Twitter is specifically discussed in the social
network and terrorism/extremism section. A paper by Karimi et al. [49] presents a survey of
text mining techniques for the surveillance of adverse drug reaction on various platforms,
including social media. Nurwidyantoro and Winarko [88] present limited survey of event
detection methods in social media based on the types of event (disaster, traffic, outbreak, and
news).

Different from existing surveys, our paper not only focuses on the review of the approaches
but also discusses the features that are exploited to deal with the extreme sparsity and dynam-
ics of the social media environment. The organization of the survey is shown in Fig. 1. We
identify the main algorithms used for topic derivation and collect the major extensions and
methods that works in the Twitter environment. We conduct a comprehensive review of the
most prominent and recent algorithms for topic derivation classifying them based on the
features they exploit, such as content, social interactions, and temporal aspects. We also

Fig. 1 Survey organization
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investigate and discuss the datasets and evaluation metrics commonly used to test the per-
formance of the methods. In addition, we present the experimental results for several key
techniques for topic derivation that can be used as baseline methods. Finally, based on the
review and experimental results, we discuss potential future directions for topic derivation-
related research in the Twitter environment.

3 Deriving topics from a collection of documents

In general, a topic can be defined as a set of stories linked by some real-world event [3].
Topics of a specific music festival in the town could include, for example, reviews of the
musicians that will perform on the stage, prices of the tickets, or even security issues at the
event. For a document collection, a topic is formally defined as a distribution over a fixed set
of terms (vocabulary); each document in the collection is a mixture of a set of topics [10].
Thus, topic derivation of a document collection can be defined as the (unsupervised) task of
characterizing the main topic of each document in the collection (cluster documents based
on their main topics) and listing the most important keywords to represent each discovered
topic.

The task of topic derivation from a collection of documents has long been studied. One
of the earliest approach is latent semantic analysis (LSA) [26]. LSA takes advantage of
the relationship between documents and terms represented in the term-document matrix by
decomposing the matrix into its lower representation using the singular value decomposition
(SVD) method.

Hofmann presented the extension of LSA called probabilistic latent semantic analysis
(PLSA) [41] to deal with the different meanings and types of words. The study of [58]
investigated the properties of a method for matrix decomposition called nonnegative matrix
factorization (NMF). The method is now widely adopted for various matrix dimensional
reduction problems, including document clustering and system recommendations. Later, the
study of [9] introduced the latent Dirichlet allocation (LDA), currently considered as the
state-of-the-art method in topic modeling. LDA is a fully generative method in which, like
PLSA, a document is a mixture of topics. These four major methods in topic derivation (i.e.,
LSA, PLSA, NMF, and LDA) share the property to be able to find k number of latent features
(topics) through a dimensional reduction process. Each method is discussed in turn in the
next subsections.

3.1 Latent semantic analysis (LSA)

LSA [26] is a text mining approach to derive the latent semantic structure of a document
collection. It was designed to deal with the inability of existing techniques to retrieve infor-
mation taking account of conceptual content rather than just matching words to queries.
In this work, Deerwester et al. [26] highlight two issues pertaining to words matching that
penalize the precision of the result: synonymy and polysemy. Synonymy is described as the
use of various words to refer to the same object. Polysemy is the fact that a word can have
more than one meaning, or can refer to more than one object.

LSA uses the relationship between documents and all unique terms (vocabulary) from
the document collection to take the conceptual content into account. It constructs a term-
document matrix V and performs matrix decomposition on this matrix to derive k number
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of latent structures. LSA utilizes singular value decomposition (SVD) [32, Chapter 9] to
decompose the term-document matrix into its lower-dimensional representation.

In LSA, SVD is viewed as a method for inferring a set of indexing variables to determine
the latent structures. LSA simplifies the SVDmethod by taking only the first k largest singular
values, so that the matrices produced by the decomposition process are of rank k. The term-
document matrix decomposition in LSA is formulated as follows:

V = T SDT (1)

where V is the term-document matrix with the size of t × d (t is the number of unique
terms in the document collection, and d is the number of documents). Matrices T and DT

represent the rank k lower-dimensional matrix V . k ≤ min(t, d) is the number of expected
latent structures. T and DT have the size of t × k and k × d , respectively. S is the diagonal
matrix of singular values with the size of k × k.

In a document collection, the latent structures derived by LSA can be referred to as topics.
Since matrix V is the representation of the relationship between documents and the unique
terms available in the document collection, the matrix T can be viewed as the representation
of term-topic relationships. The matrix DT then can be viewed as the representation of
relationships between the topics and documents. LSA has been successfully implemented
for various applications, including document clustering (e.g., [8,71]) and language modeling
(e.g., [7,35]).

3.2 Probabilistic latent semantic analysis (PLSA)

PLSA [41] was introduced to improve the performance of LSA. PLSA is claimed to have a
more solid statistical foundation than LSA and is defined as a generative data model. The
LSA model employs the Frobenius norm approximation in its objective function to get the
most optimal decomposition result, which allows for negative values on the main matrix. In
contrast, PLSA employs the likelihood principle for its objective function, and the model
only allows positive entries to optimize the ‘bag-of-words’-based data modeling approach.

PLSA derives the statistical latent class model as a mixture decomposition model. For a
document collection, the latent variables of the model can be considered as the topics. In
PLSA, the probability of the co-occurrences between documents and words (P(d, w)) is
generated independently as a mixture of conditionally multinomial distributions:

P(d, w) = P(d)P(w|d) (2)

where P(w|d) =
∑

z∈Z

P(w|z)P(z|d) (3)

In the above equations, w is a word in the vocabulary W = {w1, . . . , wN }, and d is a
document in a document collection D = {d1, . . . , dM }. z is the unobserved variable in the
latent class Z = {z1, . . . , zK }. Figure 2 shows the plate notation representation of the PLSA
model. From this plate notation, we can see the process of generating z as the latent variable
from the multinomial topic distribution in document P(z|d), and w which is drawn from the
word-topic distribution P(w|z).

3.3 Nonnegativematrix factorization (NMF)

Nonnegative matrix factorization (NMF) is a method to decompose a matrix into its lower-
dimensional matrix representations. The method only allows positive values for all involved

123

2

4

6

23

25

27

30

37



A survey of recent methods on deriving topics from Twitter…

Fig. 2 PLSA model on a plate notation

matrices, including the decomposed matrix and the resulted matrices. NMF became popular
after Lee and Seung [58] investigated two different multiplicative algorithms (least square
error and Kullback–Leibler divergence) for the NMF implementation. NMF has been applied
in numerous domains, including unsupervised clustering [38,51,53,105], recommendation
systems [45,67,68,135,136], topic derivation [84,85,129], image processing [21,43,59,130],
and bioinformatics [27,50,112].

For a document collection, NMF is able to uncover the hidden thematic structures of the
collection by finding the factor matrices approximation for a document-term matrix. The
document-term matrix represents the relationship of each document to every unique term in
the document collection. The factorization process can be formulated as follows:

V ≈ W H (4)

Figure 3 illustrates the NMF method. Let the V ∈ R
m×n be a document-term matrix with

the size of m × n (m is the number of documents and n is the number of unique terms), the
product of matrices W ∈ R

m×k and H ∈ R
k×n is the approximation to the matrix V . In this

process, rank k < min(m, n) can be considered as the number of expected latent topics. The
main topic of each document can then be determined by choosing the maximum value of
each vector in matrix W , and x number of keywords to represent each topic can be chosen
by taking the topx values from each vector in matrix H .

InNMF, the values of elements in the threematrices V , W , H are all positive. This nonneg-
ativity feature is a useful constraint that allows only additive combination in the factorization
process [59]. NMF is considered equivalent to PLSA method when the Kullback–Leibler
(KL) divergence [54] is used as its objective function [33].

Fig. 3 Nonnegative matrix factorization process on document-term matrix V ∈ R
m×n to derive the latent

structures on factor matrices W ∈ R
m×k and H ∈ R

k×n
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3.4 Latent Dirichlet allocation (LDA)

Blei et al. [9] introduced the LDA method: a generative probabilistic model for document
collections. Like PLSA, in LDA, each document in the collection is modeled as a mixture
of a set of latent topics. Blei et al. criticize the PLSA model to be not fully generative, as
there is no generative probabilistic model for mixing the proportion of the latent variables,
and thus, it becomes problematic for unseen documents (those which are outside the training
set). In contrast, LDA uses Dirichlet prior for both the distribution of topics in the document
collection and the distribution of words in every topic, making it fully generative and capable
to infer topics from unseen documents. LDA has become very popular, and it is currently
considered as the state-of-the-art method for topic derivation.

Figure 4 illustrates the generative process of LDA on a plate notation. In this figure,
suppose we have M number of documents in a collection, α is the Dirichlet prior for the
distribution of topics in document θ , and β is the Dirichlet prior for the distribution of words
in topic φ with K being the number of the latent topics and N the number of words in the
document. z is the topic assigned to word w in the current iteration. The generative process
of LDA can be described as follows:

1. For each document in the collection, choose θ ∼ Dir(α).
2. For each topic, choose φ ∼ Dir(β)

3. For every word wi in current document:

(a) Choose a topic zi ∼ Multinomial(θ)

(b) Choose a word wi ∼ Multinomial(φzi )

Mathematically, the probability of the LDA is formulated as follows:

P(W , Z , θ, φ;α, β) =
K∏

i=1

P(φi ;β)

D∏

j=1

P(θ j ;α)

N∏

t=1

P(z j,t |θ j )P(w j,t |φz j,t ) (5)

The original LDA model was based on the variational method and the expectation-
maximization (EM) algorithm for Bayes parameter approximation. Later, Griffiths and

Fig. 4 LDA model on a plate notation
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Steyvers introduced the use of the Gibbs sampling inference strategy as an alternative to
the variational Bayes estimation [36]. The work shows that Gibbs sampling implementation
on LDA model is simple and more efficient in memory in comparison with the previous
approach.

Further studies show that in particular situations, LDA is equivalent to PLSA. The study
in [34] presents the relationship between PLSA and LDA. It shows that PLSA is, in fact,
a maximum likelihood (ML) estimated LDA model under a uniform Dirichlet prior. The
work in [73] compares LDA and PLSA as a dimensionality reduction methods for the task
of document clustering. It is found that both LDA and PLSA are far superior to a random
projection. However, it did not find any meaningful difference between LDA and PLSA for
a dimensionality reduction problem.

4 Deriving topics from the Twitter environment

The major techniques for topic derivation discussed in the previous section were mainly
focused on uncovering various semantic relationships of words in documents. The meth-
ods have been applied and extended for many types of (lengthy) documents such as email
[74,75,120], academic papers [11,28], and Web pages [64,99]. However, the Twitter envi-
ronment poses new challenges. First is the severe sparsity of content. Posts are often very
short and includemany irrelevant characters (e.g., emoticons) andmisspelledwords. This can
lead to an extremely low number of overlapping terms within a collection of Twitter posts
(tweets). Defining text-based semantic relationships for topic identification thus becomes
problematic. The next challenge is the dynamicity of the platform. With the speed of infor-
mation propagation and a large number of incoming tweets, identifying topics on Twitter is
a non-trivial task. A topic can quickly grow, decay, or even merge with another topic.

In this section, we review key studies that focus on deriving topics from Twitter. Most of
these are still based on the major methods discussed in the previous section. Extensions have
been proposed to take advantage of the unique features offered by social media to derive
high-quality topics. As shown in Fig. 5, we classify the major features that are incorporated
for topic derivation into three categories: content, social, and temporal. We discuss each
feature and related existing methods in the subsections below.

Fig. 5 Features incorporated for
topic derivation in the Twitter
environment
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4.1 Focus on content exploitation

Despite the extreme sparsity of the posted messages, many studies still focus solely on the
exploitation of content. Some have simply applied the methods described above. Others
have built on them to include content merging (merge several or all tweets into a single
entity), content expansion (expand every tweet with external resources), or various semantic
relationships between terms in the collection. In this section, we review studies that primarily
focus on content for topic derivation.

The direct application of the major topic derivation methods has shown a relatively good
performance on specific Twitter datasets. The work in [94] successfully applies the LDA
method to uncover topics in a public-health-related Twitter dataset. It uses a dataset based
on tobacco-related terms such as ‘smoking,’ ‘tobacco,’ ‘cigarette,’ ‘cigar,’ ‘hookah,’ and
‘hooka.’ The study of [52] proposes amodifiedLDAmethod to identify topics froma disaster-
related tweet collection. Instead of using an equal weight for the distribution of the topics in a
document (θ ), Kireyev et al. used a word’s specificity weighting scheme, where more specific
words have a higher weight in the topic assignment process to deal with the sparsity problem.
The original LDA method is also used in the work of [121] to extract events from Twitter
for an automatic crime prediction, focusing on hit-and-run cases. These methods share a
common objective where they are aimed to derive targeted topics from Twitter. Predefined
keywords are used to supervise the topic derivation process. However, in many cases, we
might not know the incoming topics and thus are unable to infer particular keywords to help
the process. In addition, the Twitter environment is dynamic and predefined keywords might
change from time to time, making the approaches potentially failed to perform.

Other works find that merging the content from each tweet could have a positive impact
to deal with the short content issue. In the work of Weng et al. [124], all tweets’ contents are
aggregated into a single big document to be processed with the original LDA method. The
derived topics are then used as a factor for identifying influential Twitter users. Similarly,
the study of [42] conducts an empirical study of topic modeling in Twitter using the LDA
model and the LDA extension author–topic (AT) model [109]. The author–topic (AT) model
considers the relationships between the authors of the posts and their topical distribution.
Based on their experiments, the study finds that combining the content of tweets can improve
the effectiveness of the trained topicmodels. It concludes that the performance of the standard
LDA approach in the Twitter environment is better than its author–topic model extension.
However, combining all tweets into a single document limits the ability to infer the topical
cluster for each tweet.

Quite a few approaches employ various techniques for using external resources to tackle
the sparsity problem. The works in [91,92] propose to convert an external knowledge base
as an additional “universal dataset” to enhance the short content. Hu et al. [44] employ a
hierarchical three-level structure that integrates multiple semantic knowledge bases such as
Wikipedia and WordNet. Jin et al. [47] propose the dual latent Dirichlet allocation (DLDA)
model to infer topics from Twitter data with the help of auxiliary lengthy datasets like
Wikipedia content through a joint transfer learning process. DLDA derives the topics of
the auxiliary data and the target data in two separate LDA processes and merges the results
after filtering out the irrelevant topical knowledge. Since running a single LDA process
itself has high computational complexity, integrating two LDA processes might increase the
complexity exponentially.

Thework in [66] expands the query using terms generated fromFreebase as the knowledge
base. Freebase is chosen as the main external resource as it consists of data harvested from
various other sources like the Semantic Web and Wikipedia. Furthermore, the structure of
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Freebase generally represents human knowledge. Yet other work [131] utilizes the title of
articles in Wikipedia to represent the topic for every post in Twitter. In that work, topic
identification relies mainly on the importance of words in the tweet collection calculated
using the TF-IDF formula and the computation of words similarity from both the Twitter
datasets and theWikipedia title collection. The work in [96] presents better clustering results
when bisecting the K-means algorithm in comparison with the simple TF-IDF. The study
also finds that the word unigrams are the best feature to be incorporated in the clustering
process.

Some studies adopt deep learning techniques for their topicmodeling implementation. The
work in [22] presents the topic-layer-adaptive stochastic gradient approach to jointly learn
the simplex-constrained global parameters from all layers and topics. The parameters are
then applied to the deep latent Dirichlet allocation (DLDA) method for topic modeling. The
study in [133] presents the benefits of deep structures for learning word-topic distributions.
It proposes a multilayer generative process on the word distributions of topic to discover
interpretable topic hierarchies. A recent study [132] proposes a four-stage framework to
extract hot topic from Twitter: data preprocessing, deep learning to enrich short text via
image understanding, LDA to optimize the image effectiveword pairs, and last the integration
of both text and images information. The improvement of deep learning performance over
other techniques is still an open problem, especially in a streaming environment where the
incoming data volume is big and the speed is high.

More recently, the increasingly popular word embedding techniques [77,78] have been
applied for the task of topic derivation in Twitter. The study of [82] incorporates latent feature
vector representations of words into two different Dirichlet multinomial topic models (LDA
and Dirichlet multinomial mixture (DMM) [83]). The vector representation used is trained
on very large corpora. The work in [60] also proposes a topic derivation method for short
text like tweets using the help of auxiliary word embeddings. The Google News corpus with
a vocabulary size of 3 million words is used for the word embedding learning purposes.

While incorporating external resources to deal with the sparsity issue in a short text
environment looks promising, it might introduce extra burden to the system when dealing
with the Twitter dynamic environment. The dynamicity of the environment with the high
speed of incoming tweets, and the vast amount of noise make involving external resources
not scalable for the task of online topic derivation.

A method proposed in [129] explores the correlation between terms for learning the
topics from a sparse environment like Twitter. It reports that the correlation between terms
in the document collection is much denser when compared to the generally used term-
document relationship matrix. The term correlation matrix is considered to be more capable
of capturing the latent structure for topic identification. Figure 6 shows the topic learning
process proposed in that work. It employs a two-step matrix factorization process. The first
step is the factorization of the term correlation symmetric matrix S to infer the term-topic
matrixU . The second factorization is used to solve the topic-document matrix V by using the
observed term-topic matrix U when factorizing the term-document matrix X . Experiments
with the TREC20112 Twitter dataset and several other short-text type datasets show that the
proposed method is able to outperform the state-of-the-art LDA model.

Similar to the work in [129], the study ofMa et al. [69] performs a factorization of the term
correlation matrix to obtain the term-topic matrix as the first step of the topic derivation in a
microblog environment. However, for the second step, instead of using matrix factorization
approach, they employ the PLSA model on the term-topic matrix to infer the relationships

2 http://trec.nist.gov/data/tweets/.
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Fig. 6 Learning topics using a two-step matrix factorization process [129]. In the first step, the term-topic
matrix U is inferred from the factorization of the term correlation matrix S. The observer term-topic matrix
U is then used to learn the topic-document matrix V in the process of factorizing the term-document matrix
X in the second process

between document and topic. Xu et al. [127] extend the biterm topic model (BTM) method,
proposed in [18,128], to get the word co-occurrence pattern model as a parameter in the
proposed semantically similar hashing method (SSHash). The hashing method provides fast
and efficient matching techniques for mining semantically similar topics in short text envi-
ronments. BTM directly models the co-occurrence of words patterns in the whole document
collection to enhance the process of topic derivation. Thework in [61] integrates the K-means
algorithm into the BTM approach to derive topics from the dataset. First, BTM is applied to
infer potential topics from the dataset, and next, K-means is used to get topic-based clusters.

The semantic relationship between words for topic modeling is also explored in [90,137].
The study of Ozdikis et al. implements semantic expansion techniques based on the statistics
of co-occurrence words in a tweet collection [90]. The work in [137] proposes a word co-
occurrence network-based model to deal with the sparsity problem. The method uses the
sliding window technique to build the network of words where any two distinct words from
a document occurring in the same window are considered as connected to each other. The
resulted network of words is then turned into a pseudo-document set and processed with the
Gibbs sampling for LDA [36] to observe the latent topics. Unfortunately, the performance of
methods that focus only on word co-occurrence exploitation is still limited due to the extreme
sparsity in the Twitter environment.

4.2 Incorporating social features

Unlike other types of short text (e.g., collections of titles, RSS, instant messages, image
captions), social media platforms provide features to interact with other users or explicitly
refer to events.Mentions, replies, retweets, and hashtags are some examples of social features
that are popular among Twitter users. A mention is generally used to initialize a conversation
with other users or to involve other users into the current discussion about a particular topic.
Users can reply to or re-share someone’s post. A hashtag is a specific term starting with ‘#’
to tag the tweet. A hashtag in a tweet generally refers to a particular discussion, location, or
event. Researchers find that exploiting such features along with the content can improve the
quality of the derived topics in a social media environment.

Ramage et al. [100] address the problem of characterizing the information in microblogs
with the help of a topic modeling approach. The work implements the Labeled LDA method
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Fig. 7 Plate notation of Labeled LDA model [99,100]

[99] to analyze the content of Twitter posts. Labeled LDA is an extension of the LDAmethod
that incorporates labels to partially supervise the learning process.Hashtags, replies,@users,
and emoticons are used as predefined labels. Figure 7 shows the plate notation of the Labeled
LDA model. The model assumes that each tweet will use only some labels from a set of
labels Λ. It allows the modeling of a collection of tweets as a mixture of some labels and as
a combination of latent topics as in the original LDA method. However, only small number
of posts contains hashtags or other features to be used as predefined labels.

The work in [76] investigates methods to improve the original LDA when applied to
Twitter. The paper proposes the combination of pooling scheme (to get more coherent input
for the LDA learning process) and automatic topic labeling (to further improve the results
of identified topics). Hashtags are used for both pooling the tweets to build the aggregated
text and for labeling the derived topics automatically. The work in [93] incorporates another
method for pooling to improve the input of LDA process, based on a community detection
approach by aggregating content from groups of users who have common interests and
interactions. Another pooling scheme is also introduced in [5]. It groups together the tweets
that belong to specific conversation by analyzing the involved users and the replies of the
tweet. The study in [104] proposes a community detection approach fromTwitter environment
by clustering users on their similar topical preferences based on the Louvain modularity.

Method to incorporate hashtags is also proposed in [37]. The incorporated hashtags are
used as a specific feature of tweets along with external news entities to help extracting text-
to-text correlations to enrich the short text data. The study of Wang et al. proposes a hashtag
graph-based topic model to discover more distinct and coherent topics in Twitter [123]. In
the work, a hashtag is used as a weakly supervised information point to model the topic. The
work in [114] also uses hashtags to cluster short messages in general domains. The clustering
process is broken down into two steps. The first step is to use a collection of hashtagged tweets
to obtain stable clusters based on the hashtags. The clusters are then incorporated into the
second step to do the clustering of tweets which mostly are not tagged.

Ma et al. [70] propose tag-latent Dirichlet allocation (TLDA), an extension of LDA that
incorporates the observed hashtags as a mixture of topics into the process. The study of
[117] proposes a unified framework that integrates social aspects and external resources as
additional information to model the multifaceted topics in Twitter. The framework extracts
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Fig. 8 Plate notation of a author–topic (AT) model [109] and b author–recipient–topic (ART) model [74]

all the hashtags from the tweet collection as social semantics, and it retrieves the top-n terms
from the Web documents included as URL in tweets as the auxiliary semantics. Both social
and auxiliary semantics are then used to enrich the content for the topic identification process.

Hashtags are often associated with users’ interests in a particular topic. However, they
might also be used to refer to something else. For example, a hashtag ‘#Sydney’ might refer
to a location instead of a topic. Furthermore, the number of tweets with hashtags is usually
very low. Quite a few studies try to incorporate other social features to improve the quality of
derived topics. Chierichetti et al. [20] investigate the behavior of tweets and retweets when
a particular event is happening. The tweets and retweets form a “heartbeat” pattern that can
be observed for event detection. Their work finds that looking only at the volume of tweets
and retweets, an event being discussed on Twitter can be more accurately detected than with
some baseline methods. Similar to hashtags, the volume of retweets is most likely will be
very low. Relying only on this specific feature might not help much on the real-world topic.

Rajani et al. in [98] compare the application of the original LDA, the author–topic (AT)
model [109], and the author–recipient–topic (ART) model [74] to extract topics from Twitter
data. The ART model expands the AT model by incorporating the recipient of the posts.
Both the AT and ART models are built on the original LDA model. Figure 8a, b shows the
plate notations of the AT and ART models, respectively. In the AT model, each document is
assumed to have a set of observed authors a. For every document, author x is sampled from
the set of authors a, and the topic z is sampled from the distribution of the authors over topics
θ . In the ART model, each document is assumed to have both sets of observed authors a and
observed recipients r , and the process of topic sampling is influenced by both a and r . In
Twitter, the author is the user who posts the tweet itself, and the recipient is the mentioned
user in the tweet. The research finds that the ART model has the best performance, followed
by the original LDA and AT, respectively. Unfortunately, ART model can only be applied to
tweets that involve the mention feature as the recipient of the tweets.

The work in [95] proposes a behavior-topic model (B-LDA) to obtain topics from social
media environments like Twitter. The proposed approach jointly models the users’ social-
based behavioral patterns and their interests in topics. Xia et al. propose another LDA
extension (Plink-LDA) to incorporate links or similarity between documents to improve
the quality of topic model [125]. In Twitter, the link between posts can be derived from
hashtags or URLs. The link information is then used to control the topic sampling process
along with the document collection itself.
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Finally, the study in [86] proposes intLDA, an approach that directly incorporates the
relationships between tweets into the topic derivation based on the LDA method. The
tweets relationships are observed through both the social interactions (mentions, replies,
and retweets) and content similarity. Later, the method was improved in [84] by introducing
the weight of the relationships between tweets and uses the two steps of nonnegative matrix
factorization process to incorporate the features when deriving topics from a static collection
of tweets.

4.3 Incorporating the temporal aspect

In social media environments, users’ posts continuously arrive as they are posted, and topics
change rapidly. In Twitter, for example, a tweet posted by a user might not be about the same
topic as the tweet posted by the same user several hours later. When a specific event happens,
users tweets could be about the same topic during the time of the event, but the discussion
can move quickly to various topics in periods when there are no major events. The fact that
topics can change rapidly makes this environment very dynamic. Topic derivation methods
applicable online (in real time) need to take the temporal aspect into account.

Lau et al. [57] propose a variant of the Online-LDA method [4,40]. In this model, new
tweets are partitioned based on discretized time slices. The key difference between this
approach and theOnline-LDAmethod is that in Online-LDA, the vocabulary is assumed to be
fixed. In the Lau et al.’s approach, the vocabulary is regenerated at each update by adding new
incoming words and removing existing words with a frequency below a particular threshold.
The method still depends solely on the content, which is sparse.

Saha and Sindhwani [103] introduce a variant of nonnegative matrix factorization method
to work in an online environment like Twitter. Temporal regularization is used in the matrix
factorization process to capture topics from the stream of incoming posts. The study in [122]
presents temporal-LDA (TM-LDA), an extension of LDA to mine the text streams in social
media. Specifically, TM-LDA learns the parameters for topic transitions dynamically when
new messages arrive.

The work in [17] develops an incremental clustering framework to derive topics and char-
acterize the emerging topics from the Twitter online environment. Starting with a crawling
strategy to obtain more organized data, the proposed method employs temporal sequence
features to detect the emerging topics in a semi-supervised way. The work in [29] proposes
a nonparametric topics over time (npTOT) method to model the time-varying topics from
a corpus that spans a long time period. The method employs Gibbs sampler based on the
Chinese restaurant franchise approach [113]. The evaluation is conducted against a dataset
of tweets obtained by the authors from January to March 2011, originating from Egypt. The
study in [110] proposes the SAX* algorithm for discretizing a temporal series of terms to
get the patterns of the collective attention to discover events in Twitter.

A number of studies focus on detecting bursty topics from the Twitter streaming envi-
ronment. The study of Cataldi et al. proposes a real-time topic detection method, aimed
especially to observe the most emergent topics in Twitter [15]. The approach includes the
process of modeling the term life cycle according to the novel aging theory to automatically
identify coherent topics across the different time intervals. The study in [126] proposes the
TopicSketch, a framework to detect bursty topics in real time. It has a two-stage integrated
solution. The first stage of the framework is used to continuously sketch statistical data related
to word co-occurrence relationships. The second stage is used to infer the bursty topics based
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on the statistical data sketch from the first stage. It uses the hash-based dimension reduction
techniques to achieve the scalability of the process.

Methods that focus only on bursty topics often miss many important topics if there are no
obvious burst captured. Recently, the work in [87] proposes a time-sensitive topic derivation
approach to effectively capture the dynamic of topics from a streaming environment. The
investigation shows that social features in Twitter, especially mentions, are sensitive to time.
Tweets that mention the same users within a short period have a high chance to be about the
same topic. The probability becomes exponentially smaller as the time posting difference
increases. It suggests that time is an important factor in the task of topic derivation in the
Twitter environment.

5 Datasets and evaluationmetrics

Datasets and evaluation metrics are an integral component of performance measurement of
topic derivation methods. In this section, we review several publicly available Twitter labeled
datasets and metrics commonly used for topic derivation evaluation purposes.

5.1 Twitter datasets

To evaluate new methods, we require labeled datasets as ground truth. Each post in such
datasets must be annotated with a label representing the topical membership in the collection.
Several providers publish their labeled datasets, for example, TREC and Sanders Analytics. A
number of researchers prefer to obtain and annotate a dataset by themselves to better represent
their specific problems. In such cases, the annotations must meet a particular standard for an
objective evaluation process.

5.1.1 TRECmicroblog datasets

This dataset is provided by The Text REtrieval Conference (TREC), a community co-
sponsored by theNational Institute of Standards andTechnology (NIST) andU.S.Department
of Defense. The TREC community regularly releases labeled datasets for research purposes,
including a Twitter dataset with topics labels for the microblog track.3 At the time of writing,
the latest topic annotated dataset is the TREC 2015 Microblog Track [63]. It consists of more
than 60,000 tweets posted between July 19, 2015, and July 30, 2015. Each of the tweets in
this dataset has been annotated with one of 51 available topics. Some examples of the topics
and their related tweets are shown in Table 2.

The previous version, TREC 2014, consists of more than 50,000 tweets posted between
January 31, 2013, and March 31, 2013. This dataset is built based on the tweet timeline
generation (TTG) task [62], which is to cluster relevant tweets ordered chronologically. It
offers varying topics to represent the dynamics of the Twitter environment, where the number
of tweets for each topic is changing over time. Each of the tweets in this dataset has been
annotated for one of 55 available topics.

3 http://trec.nist.gov/data/microblog.html, accessed April 24, 2019.
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Table 2 Example of topics and their related tweets in the TREC 2015 dataset

Code Topic Related tweets

MB226 Hershey, PA
quilt show

We down here at Hershey????????????????????

Tomorrow: We announce our 2015 #iHeartRadio Music Festival Lineup!
Today: WIN THE FIRST TRIP TO THE SHOW!

Sheepskin Saddle Comforter (Large Size for Western Saddle) http://goo.
gl/T8NaSm

MB227 Pradaxa side
effects

It seems that most of the side effects in the medicines we take are worse
than the sicknesses we have!

Holy crap my nose started bleeding and my face was full of blood

Jwu... wo headache. The side effect of sleeping late xD

MB228 Coumadin
dietary
restrictions

Food for thought! All food is full of chemicals. http://m.huffpost.com/us/
entry/55ad0ba1e4b0d2ded39f6b53 ...

Food for thought... Abit of #WednesdayWisedom for you to ponder on
before bed! self reflection... https://instagram.com/p/5vDSgSgCJQ/

Please support this petition to support GMO food labelling...we have a
right to know what we are eating!... http://fb.me/1R6okCqQC

Table 3 Examples of tweets for each topic in Sanders dataset

Topic Tweet Code Tweet

Apple a1 Houston we have a problem!! My iPad has been restoring for 12+ hours
after installing @apple IOS5. This can’t be right....

a2 hmmmm a lot of #siri feature don t work in canada location and direction
seriously come on

a3 #ios5 is nice and a it had to be thanks

Microsoft m1 #Microsoft shows ’touch screen’ for any surface | Nanotech - The Circuits
Blog - CNET News http://cnet.co/oQKvoG via @cnet

m2 Jus updated my computer to Windows 7 .....I’m on thanks to #microsoft

m3 #Microsoft CEO Steve Ballmer on Not Buying #Yahoo: “Sometimes,
You’re Lucky” http://goo.gl/fb/KIrVu #uncategorized

Google g1 #Android #Google Samsung and Google introduce GALAXY Nexus
http://bit.ly/qfXlSU #DhilipSiva

g2 The Samsung Galaxy Nexus and Ice Cream Sandwich are sick! #android
#icecreamsandwich #google

g3 Google is gonna need to do better than this to beat #iOS #Android
#icecreamsandwich #Google http://youtu.be/android

Twiter t1 62 Ways to Use #Twitter for Business: http://bit.ly/smbiz60 #tweets
#socialmedia

t2 My Facebook messed up and I had to make a new one so... add me! Haha
at least twitter is reliable

t3 My cute friend finally got a #twitter
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Table 4 Kappa interpretation
based on Landis and Koch [55]

Kappa value Strength of agreement

< 0 Poor

0.01–0.20 Slight

0.21–0.40 Fair

0.41–0.60 Moderate

0.61–0.80 Substantial

0.81–1.00 Almost perfect

5.1.2 Sanders Analytics

This dataset is available online and free to download.4 It includes over 5500 tweets, each
manually classified as belonging to one of four topics (Apple, Microsoft, Google, Twitter).
The tweets are frommore than 3000 different users. Table 3 shows the four topics and samples
of tweets for each of them.

5.1.3 Self collected datasets

Twitter datasets available from providers like TREC and Sanders Analytics, although popular
and used by many researchers, they might not be sufficient to represent specific problems
addressed by researchers, such as disaster, traffic monitoring, or marketing. To get more
varied tweets in different situations, researchers often need to obtain their own datasets using
specific methods or queries. In such cases, two or more annotators are usually invited to
label the collection. To get a good quality of dataset, a high inter-rater agreement should be
achieved. The inter-rater agreement can be measured using the Kappa coefficient metric [31].
It measures the consistency of rating when several people assign a label to the same item. It
is defined as:

κ = P − Pe

1 − Pe
(6)

with, P = 1

Nn(n − 1)

⎛

⎝
N∑

i=1

k∑

j=1

n2
i j − Nn

⎞

⎠

and, Pe =
k∑

j=1

p2j (7)

where the quantity 1− Pe measures the degree of agreement attainable over and above what
would be predicted by chance, and P − Pe is the degree of agreement actually attained in
excess of chance. In Eq. 7, P is the observed agreement, N is the total number of tweets, n
is the number of annotators, k is the number of topics assigned to each tweet, and Pe is the
mean proportion of agreement for agreement by chance. Table 4 shows the categorization of
the kappa value based on Landis and Koch interpretation [55].

4 https://github.com/zfz/twitter_corpus, accessed April 24, 2019.
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5.2 Evaluationmetrics

Topics are obtained from clusters of posts. To evaluate the derived topics, we use metrics
appropriate to measure the quality of the clusters, with the labeled tweets as gold data. Major
metrics include purity, normalized mutual information (NMI), and pairwise F-measure [72].

5.2.1 Purity

Purity [134] evaluates the extent to which tweets are clustered in the same way as in the
labeled datasets. The accuracy of the topic assignment is measured by the number of correctly
assigned tweets divided by the total number of the labeled tweets in the dataset.

Let N be the number of labeled tweets in the gold standard, k the number of derived
clusters, j the number of clusters in the gold standard. wi is a cluster in the set of derived
cluster W , and ci is a cluster in the gold standard set C . The purity of W is defined to be:

Purity(W , C) = 1

N

∑

k

max
j

|wi ∩ c j | . (8)

The result of this metric ranges from 0 to 1. Low quality clustering has a purity value of 0,
and a perfect clustering has a purity value of 1.

Using this metric, the perfect clustering value of 1 can be achieved regardless of the
number of clusters. If the number of clusters (k) is the same as the number of the tweets (N ),
and each tweet gets its own cluster (k = N ), the value of purity will be 1. A high purity value
is easily achieved when the number of clusters is large [72]. Thus, the best way to evaluate
the purity is using the same number of topics for both gold standard and the output of the
algorithm.

5.2.2 Normalized mutual information (NMI)

Purity is a simple measure, but as explained above, a larger number of clusters tends to
increase the purity value. To measure the trade-off between the quality of the clusters against
the number of clusters, we employ Normalized Mutual Information (NMI) [111].

NMI measures the mutual information I (W , C) shared between clusters W and the gold
standard set C , normalized by the mean of the entropy of clusters H(W ) and classes H(C).
Similar to purity, the values of NMI range from 0 to 1, with larger the values of NMImeaning
better clustering accuracy.

NMI(W , C) = I (W ; C)

[H(W ) + H(C)]/2 . (9)

In this metric, mutual information I (W , C) quantifies the statistical information shared
by the pair of clusters W and C [25], defined in Eq. 10.

I (W , C) =
∑

k

∑

j

P(wk ∩ c j ) log
P(wk ∩ c j )

P(wk)P(c j )
(10)

where k and j are the numbers of clusters in W and C , respectively. P(wk) is the probability
of a tweet being in cluster wk , P(c j ) is the probability of a tweet being in cluster c j , and
P(wk ∩ c j ) is the probability of a tweet being in both the cluster wk and the gold standard
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c j . So, Eq. 10 is equivalent to Eq. 11 for maximum likelihood of the probabilities as the
corresponding relative frequencies [72].

I (W , C) =
∑

k

∑

j

|wk ∩ c j |
N

log
N |wk ∩ c j |
|wk ||c j | (11)

where N is the total number of tweets in the gold standard, |wk | is the number of tweets in
the cluster wk , |c j | is the number of tweets in the cluster c j , and |wk ∩ c j | is the number of
tweets occurring in both the cluster wk and the gold cluster c j .

The minimum value of the mutual information I (W , C) is 0, and the maximum is 1. This
maximum value happens if clusters in W exactly recreate the gold standard C . However, it
is reached also if the clusters in W , while recreating the gold, are further subdivided into
smaller clusters. Thus, like purity, mutual information still faces a problem about the trade-
off between the quality of the clusters and the number of clusters. To eliminate this bias,
mutual information is normalized with the mean of the entropy of the clusters H(W ) and
gold standards H(C). Following [72], we use the arithmetic mean of H(W ) and H(C) since
[H(W ) + H(C)]/2 is a tight upper bound on I (W , C).

Entropy is a measure of uncertainty for a probability distribution [25]. Entropy H(C) of
a gold standard C is defined by:

H(C) = −
∑

j

P(c j ) log P(c j ) (12)

Based on maximum likelihood estimates of the probabilities, Eq. 12 is equivalent to:

H(C) = −
∑

j

|c j |
N

log
|c j |
N

(13)

Similar to H(C), the entropy H(W ) of a set of clusters W is defined by:

H(W ) = −
∑

k

P(wk) log P(wk)

= −
∑

k

|wk |
N

log
|wk |

N

(14)

5.2.3 F-Measure

As a final measure of the quality of the clustering result, we include the pairwise F-Measure
metric [72] to compute the harmonic mean of precision P and recall R.

F = 2 × P × R

P + R
. (15)

where precision p is the fraction of pairs of tweets correctly put in the same cluster, and recall
r is the fraction of actual pairs of tweets that were identified. Definition of both precision
and recall is shown in Eqs. 16 and 17.

P = TP

TP + FP
(16)

R = TP

TP + FN
(17)
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In this metric, TP (true positive) is the number of pairs of tweets from clusters in the gold
standard which are correctly assigned to the same cluster in the output. TN (true negative) is
the number of pairs of tweets from different clusters in the gold standard that are assigned to
different clusters. The false positive (FP) is the number of pairs of tweets that should not be
in the same cluster, but are assigned to the same cluster. False negative (FN) is the number
of pairs of tweets that should be in the same cluster, but are assigned to different clusters.

Many researchers have long been using a likelihood-based metric like perplexity [118] to
evaluate the quality of representative keywords for every topic learned from the derivation
process. Perplexity is one of the most effective methods used to evaluate the log-likelihood
of unseen documents. However, the investigation reported in [16] shows that this predictive
likelihood approach does not address the goals of the topic model, and human judgment is
often not being correlated to the perplexity.

To resemble the human judgment, topic coherence metrics are proposed for the automatic
measurement of the interpretability of a topic based on its keywords representation. Two
popular topic coherencemeasures are the extrinsic UCImeasure [81] and the intrinsic UMass
measure [79]. The extrinsicmeasure relies on external resources such asWikipedia or Google
2-g to evaluate the coherence betweenwords for each topic. The intrinsic approach byMimno
et al. [79] employs the pairwise function to evaluate the topics without collection reference
from outside the dataset used in the topic derivation process. As it depends on the word
co-occurrence relationship, the reliability for a sparse environment like Twitter can be very
limited. Furthermore, the result is not symmetric and based on the order of the pair of words.
(The first argument should be the rare word, followed by the common word as the second
one.) Due to these limitations, the more subjective human judgment is still widely used. To
automatically evaluate the quality of keywords representation for derived topics remains an
open problem.

5.3 Experimental results

In this section, we present the results of our experiments as an example of using the datasets
and evaluation metrics described above. We pick several key methods from the reviewed
papers that represent different approaches. They include the original algorithms such as
LDA and NMF, and their extensions that incorporate different features, such as TNMF [129]
(exploiting the term correlation matrix), Plink-LDA [125] (incorporating social link between
posts), and NMijF [87] (incorporating time-sensitive social features and content similarity).

Each experiment executes the topic derivationmethods for k particular number of expected
topics based on the labeled datasets. For every k and every method, we run the algorithms
over both TREC 2015 and Sanders datasets 30 times and note the average value of each
evaluation metric for comparison. All parameters for the methods are chosen to achieve the
best performance for topic derivation in a Twitter environment based on the original papers.
We applied typical data preprocessing to all datasets such as removing irrelevant terms or
characters (stop-words, punctuations, emoticons, and terms with less than three characters)
and stemming each term using the NLTK python package.5

The TREC 2015 dataset was designed to evaluate techniques to monitor the stream of
posts from social media [63]. To evaluate the performance of the methods with respect to
the dynamic nature of this social media environment, we divide the TREC 2015 dataset into
a series of time periods (6-h interval) from July 20, 2015, to July 28, 2015. The number of
tweets varies from 991 to 2240 in each interval. There are 36 intervals in total.

5 http://www.nltk.org.
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Fig. 9 Purity results for TREC 2015 dataset

Fig. 10 NMI results for TREC 2015 dataset

Figure 9 shows the purity results for the experiment with TREC 2015 dataset. In this
figure, the NMijF presents the best performance for most of the intervals with around 5–70%
improvements over the other methods, followed by TNMF, Plink-LDA, LDA, and NMF. In
specific cases, where there are prevalent topics discussed in the intervals, most methods can
achieve high purity value. For example, in the interval 23.3, the majority of tweets in that
time period discuss the topic MB383 (Online dating for older woman) and MB226 (Quilt
show being held in Hershey, PA). In the interval 24.3, most of the tweets talk about the topic
MB405 (Experience about Rotterdam Unlimited events) and MB409 (Issues related to the
airport TSA screening).
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Fig. 11 F-Measure results for TREC 2015 dataset

The evaluation using NMI and F-measure for TREC 2015 are presented in Figs. 10 and
11, respectively. The NMI results in Fig. 10 show similar trends to the purity evaluation
shown in Fig. 9, with NMijF having the best performance, followed by TNMF, Plink-LDA,
and LDA. NMF remains in the last position in these experimental results. For the F-measure
evaluation results, as shown in Fig. 11, all methods perform well for the intervals with
prevalent topics, such as in 23.3, 24.3, 25.3, and 26.2. The highest F-measure values for all
methods are achieved in interval 26.2, where the majority of tweets discuss the topic MB401
(The television show “Knock Knock Live”).

Our experiments with the Sanders dataset further show the importance of incorporating
different features to deal with the sparsity problem. In these experiments, the Sanders dataset
is not broken down into intervals as it contains tweets from only a very short period. Fig-
ure 12 shows the results of the purity evaluation (Fig. 12a), NMI (Fig. 12b), and F-measure
(Fig. 12c). In these evaluations, we see that the methods that consider multiple features are
always able to provide better results compared to those which only consider the content of the
posts. Experiments with the TREC and Sanders datasets evaluate several aspects of deriving
topics in the Twitter environment. First, the TREC dataset is used to test the performance of
the methods with regard to the dynamicity of Twitter environment, including the sensitivity
to time, sparsity issues, and diversity of topics. Second, the Sanders dataset is used to test
the capability of the methods to deal with many overlapping words spread in all topics. In all
cases, experimental results show that NMijF consistently performs the best, according to all
the evaluation metrics.

We now look at the complexity of NMijF, to see if the superior performance comes at a
computational cost. The computational complexity of NMijF in each of the multiplicative
update rules is O(mnk) for every iteration, where m is the number of processed tweets, n
is the number of unique terms from the tweets, and k is the number of derived topics. This
complexity is similar to theTNMF- and theLDA-basedmethod.With the same computational
complexity, NMijF requires only 30 iterations to achieve the best result, while the other
methods need at least 50–100 iterations to get the optimal results.

123

1

10

44



R. Nugroho et al.

(a)

(c)

(b)

Fig. 12 Purity, NMI, and F-measure evaluation results for sanders dataset

NMijF incorporates the relationships between tweets defined from the social interactions
(user mentions, replies, and retweets) and content similarity. The time sensitivity of the
interactions is also considered. Plink-LDA uses a similar approach to incorporate the links
between tweets into the LDA process, but without considering the time aspect. In contrast,
TNMF also observes the relationships between terms within dataset and builds the term
correlation matrix using positive point mutual information (PPMI) [129]. Both LDA and
NMF focus on the simple content exploitation of the social media posts. Incorporating all
three main features (content, social interactions, and temporal), as in NMijF, can consistently
improve the quality of derived topics.

6 Discussion

LSA, PLSA, NMF, and LDA are the major techniques to derive topics from a document
collection in an unsupervised way. These methods work solely on the document content. A
lot of extensions have been proposed to address the sparsity issue that arises in social media
environments. Extensions include: incorporatingmore text, adding social features, and taking
the temporal aspect into account. Some examples of the recent works in topic derivation and
their incorporated features are summarized in Table 5. Based on our review of the current
studies on topic derivation in the Twitter environment, we observe the following:
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– Methods that rely entirely on the tweet content still suffer from the sparsity issue. The
density of the co-occurrence of terms matrix in a tweet collection can be as low as
0.274% on average [87]. With these very low rates of overlapping terms, exploiting
various semantic relationships to derive topics solely from internal content is less likely
effective for providing significant improvements over the state-of-the-art methods.

– Augmenting the short text data with auxiliary content from external resources seems to
be a promising solution. However, the newly added terms inferred from the resources
often include noise and are often unrelated to the context. It thus can be harmful to the
learning process [13]. The informal language used in tweets, with a lot of misspelled
words and abbreviations, can itself be very challenging for matching with the auxiliary
content. Furthermore, relying on external resources faces scalability issues, as it could
bring an extra burdenwhen dealing with a highly dynamic environment like social media.

– Most methods that incorporate social features still focus on content-based interactions
such as hashtags. Hashtags are often used by users to participate in discussions for a
particular topic. However, they are still part of the tweet content, and most of the tweets
do not include hashtags. The methods thus still suffer from the sparsity issue. Some
methods try to include the tweets author and/or recipients. However, unlike in specific
types of documents such as academic papers or news articles, where authors have a strong
relationship with topics, in Twitter, a tweet is authored by only one user, and a user can
post tweets in various topics. Furthermore, if a method requires recipients information
to be available for the learning process, the method will not be suitable for the majority
of the tweets, as most of them do not contain user mentions.

– In a highly dynamic environment like Twitter, time is an important feature to deal with
varying topics, especially in real time. Most methods that incorporate temporal features
still view the time aspect as a time slicing window to specify the interval of the serial or
incremental learning process over time. Time aspect is not yet seen as a factor that can
improve the quality of topic derivation for a static document collection.

– Due to the extreme sparsity of correlation between terms, a statistical analysis of the
coherency between words in the topic representation might not give a reliable result for
evaluation purposes. Researchers often do a qualitative analysis to evaluate the topical
keywords. More advanced topic coherence measures that can deal with the extreme
sparsity are required to evaluate the topical keywords in a more objective manner.

According to the experimental results presented in Sect. 5.3, the best performance is
consistently achieved by the method that incorporates more features, including the social
interactions and time sensitivity. Combined with semantic relationships of tweets content,
more complex social interaction features need to be examined to deal with the sparsity issue.
Moreover, the temporal aspect in Twitter should be considered as an important factor even
in an offline situation. The relationships between time and the interaction features should be
investigated tomake sure that the proposedmethod can also handle the dynamic environment,
both for static collections of tweets or for analysis in real time.

Topic derivation methods often require the number of topics as one of the input parameter.
In the experiments, number of topics from the labeled dataset is used for this purpose.
However, in the implementation level, especially in an online environment, the system should
be able to dynamically pick the best number of topics for the current dataset. Much research
uses social signals such as hashtags to determine the number of topics. However, this should
be improved as hashtags might not necessarily represent the topics.

The purity, NMI, and F-measure metrics are used to evaluate the quality of derived topics
based on one aspect: the accuracy of the unsupervised clustering results. The other aspect,
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which is the quality of keywords learned to represent each topic, is often evaluated manually.
Due to the extremely low co-occurrences between terms, an intrinsic statistical analysis of
the coherency between words, like in [79], for the topic representation might not be reliable
for different runs and methods. More robust metrics to evaluate the coherence of the most
important words for every topic is on demand for the automatic evaluation.

7 Conclusions

In this paper, we looked at the task of topic derivation in Twitter and presented a review
of key techniques and features used to improve the quality of the derived topics. We first
provided insights into why Twitter is an important source of data for topic derivation work
and why deriving topics in this platform is challenging. We then reviewed the popular and
state-of-the-art methods to derive topics in a document collection, followed by a review of
key studies. We classify the literature based on the features incorporated for topic derivation
(i.e., content, social interactions, and temporal aspect)

Different from topic derivation in traditional documents with lengthy content, deriving
topics fromTwitter is challenging due to the short and unstructured content, and the dynamics
of the environment itself. However, Twitter provides features that enable users to interact with
other users or discussed events, for example: mention, reply, retweet, and hashtag. These
social interaction features often show the sign of interests of discussion about a particular
topic. They can help to dealwith the sparsity issuewhere the frequency of termco-occurrences
is extremely low.

The Twitter environment is also highly dynamic. Users’ posts continuously arrive in real
time, which makes the task of topic derivation more challenging than for other platforms.
Time becomes an important aspect, as amessage posted by a usermight not be about the same
topic as a message posted by the same user several hours later. Social interactions could also
be sensitive to the temporal aspect. A topic can quickly disappear, tip, or evolve to another
topic over the time. Methods that can effectively incorporate all of important features (i.e.,
content, social, and temporal) to improve the quality of topic derivation remain on demand.
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