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ABSTRACT 

This study aims to find out which method is better and more effective so that it can be 

seen the difference between the two algorithms in predicting the level of passenger 

satisfaction with public services on the plane which will be displayed using a graph. 

 For the completion process, what I did was try each algorithm, the first thing I did was 

to try the random forest algorithm then when I tried it, I kept looking for the TP, TN, FP, FN 

values to generate prediction scores, accuracy, recall, f-1 scores. then compared with the 

support vector machine algorithm with more or less the same steps by looking for a true 

positive, true negative, false negative, false positive then looking for predictive value, 

accuracy, recall, the f-1 score then displayed on a graph to see which one is better. Both 

algorithms using a cross-validation split for split data which aims to divide the data into 

training and testing data and make it easier to calculate accuracy. For the use of split data 

used with a comparison of 70% training data and 30% testing data from the whole data. 

 The final result can be seen from the graph of each algorithm that has shown the 

prediction value, recall, precision, f-1 score and from there it can be concluded which method 

is better and the differences from each existing algorithm. To get the accuracy results 

obtained from the determination of the confusion matrix in the form of TP, TN, FP, and FN. 
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