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ABSTRACT

In the current era, it has become a trend for people to order tickets online through online
booking sites and applications, both in terms of transportation such as planes, vacations such as
tours, and also lodging such as hotels. To get a good hotel, you need a review from people who
have booked it. With the reviews written by visitors to the site or mobile application, they will then
be analyzed so that an output can be produced that can be useful. One of the analytical models
that can be done is sentiment analysis. The purpose of this study is to find the best method in
analyzing sentiment based on the preprocessing of the data and hopefully it can produce
knowledge in the form of sentiment analysis classification methods in order to determine a good
method devoted to the data preprocessing section.

The algorithm used to make this sentiment classification analysis is the Support Vector
Machine using 3 feature selection methods, namely not using the selection feature, using the chi
square selection feature, and using the information gain selection feature. The process consists of five
steps in this study, which include several activities. namely data collection, preprocessing, feature
extraction, feature selection, classification, and calculating accuracy. In the process of calculating
accuracy, 1 used the Confusion Matrix method to find the best method of the three based on the
accuracy results obtained.

The results of the 3 uses of the feature selection method that were carried out were using the
chi square feature selection method, the highest results were obtained, namely with an average
accuracy of 86.68% which was followed by the use of the information gain selection feature which
obtained an average accuracy of 85.78% and the last one was followed by the method not using the
selection feature which got an average accuracy of 85.24%. From the results of the three methods, it
can be concluded that the use of the chi square feature selection method in the case of sentiment
analysis on hotel reviews is the best compared to the other two.

Keyword: feature selection, sentiment analysis, hotel review
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