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PERIOD INFORMATION QUANTIZATION CODEBOOK OF
THE SEGMENTAL SINUSQIDAL MODEL

Florentinus Budi Setiawap
Fakultas Teknologi Industr, Universitas Katolik Soegijapranata

ABSTRACT
Segmental simisardal model 5 o approximaton method based on simusoidal
model for speech signal, especially for periodic pari, The periodic signal can be
decomposed by infinite simooidal signal with combination of amplimde,
frequency and phase. Quantization & a method 1 ode o compress a speech
signal. The proposed guaniizaton method & this paper s samphng sigral @
mintmum od maximmm part over one certain block. Parameters of speech signal
are derecied ot ils peaks, both positive and regative peoks, The use ful parameters
ae peaks and period berween comsecutive peaks. To obtain the lower size of
signal parameter, a lookup table & needed Signd paramerars are quaniized into
veeior guantization form, so that codebook has ) ke generated wm ordar b
indexing of the vector guamization. It s paper, we show the experumenial
results, consist o codebook design and Rs  performance based on e
reconsirucion o signad. Reconsruction process I8 realized based on periods and

peaks  m jformaton.

The experimental results show that this & a correlation

between the size of codebook ard per firmance of veconstrucled stgna.

INTRODUCTION

Communicatton between one o the
other would be performed if lewvel of
andibility i kept. Level of audibility could
be mamtained £ level of perodicity s
kopt. Sa the periodicity of speech signal s
important fur human oral communication
Periodic signal can be decomposed into
sinusodal  components  using  Fouricr
swwnes. Speech sigmal has the near periodic
components  I[luman speech signal s
consist of the voreed signal and unvoiced
signal, The wvoiced signal has the certain
period which mentioned as pitch. In the
frequency  domain. the lowest formant

74

shows the pitch period. In the higher
frequency m the speech channel. there are
the sccond, third and fourth formant m
vary Cregquency. Tothe other hand, thawe
are some formant m the range frequencs
above 4 kHz Unvoiced signal has e
fiequency spectra from zero uetl the
indefinitc Hertz. This signal & mox
difficult to analyze than the voiced signal
because of sumlanty characteristics with
aoise. Vowed signal contains redundan
component. One pich period of voiced
signal has a hgh cormelation with the eae
pitch period of the adjacent segment With
the high comelation, we can compress a
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tran of signal, refered by one penod of
voiced signal. On the other hand, speuch
signal can b coded or compressed into the
lower rate based on the models ke linear
prediction.  Based on  speech  signal
charactenstics, we propose a model
rferred with sinusoidal form [n speech
coding, there is a method roferred with
sinusoidal  madel  called  sinusoidal
transformation coding (STC) The other
methad s ST Sines+ Transivnis +Nose),
By usng  the  sinusvidal  medel,
compression can be realized o order to
reduce fhw rate of speech signal data when
o will be transmitted. The tew method for
the signal compression B the scgmental
sinusoidal model. By usng the scgmental
sinusoidal model, extraction of the poriods
and the peaks pammeter of a block of the
speech signal can be implemented, In this
paper, woe propesed the new method to
areangs a penod quantization codebook of
the speech signal Encoder sends the index
of this codebook 0 the decoder. Then o
the decoder. the tain of the period signal
s founded based o the sent of the
codebooks index.

SEGMENTAL SINUSIODAL MODEL

Sinuseidal  model  proposed by
Almeida ctal and McAulay Almeida’s
approximation is implemented by finding
corrclation of harmonic phase between the
consecutive frame of signal In the other
hand, McAulay wses mixed-voicing
methods, that phase of voiced signal 15
picked up from spectral cnvelope, under
minimom  phase assumption I this
condition, unvoiced phasc s random
Spectral envelope & defined with lincar

prediction coefficicnts. Speech signal an
be represented by the following formula

sAn) = 5(n) :ZKAJr cos(@, (n)n+ D (n)
=

A (m)is
thenwr, (rihis  fivquency  and @ ()i
representing the phase at the ktdh of
sinuscidal components.  Signal i this
model can be represent as the k sinusoida]
of signal. Then the length of signal s
infimte  If this signal will be guantized
into smnusoidal components, & ik infinite
lhe large amount of sinusoidal components
can  be reduced with showing  the
significant  componcats.  The  more
components  of sinusoidal  stgnal  arc
showed the higher quality of speech
signal

Speech stgmal maybe decomposed into
madulated components, Specch signal s
also modeled into  amplitude  and
frequency modulation System  analysis
and synthesis modeling based a overlap-
add sinusoidal model combiation for
synthesis and specch quality enhancement
is proposed by George, 1997

Human spcech  signal w@n  be
approximated by segmental  sinusoidal
model. A segment of speech signal from 4
maximum peak  ©  the  mipimum
consecutive peak can be approximate gs a
cosing signal from 0 ®© | Then, from a
minimum peak o the maximum peak can
be approximate as a cosine sigmal from
to 2 The following figure shows a
segment of specch signal, The 7654h b

representing amplitude,
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778-th sample 15 consist of 14 sampies s
approached by a half period of two cosie
signals, The 765-th o the 774-th sample s
approximated a8 negative cosine fianction,
then the 774-th to 778.th sample. In this
figure. the ongnal signal is marked as (+)
and the smuosoidal approach of signal s
marked a8 (o), Part of signal from
mimmun © maximum i8 reconstructed
with a half perod of pegative cosme
function, then the part of sigpa! from
maximum © minmum 8 rcconstructed
with a hall period of cosinu function @

The sinusoidal signal approxumation i
obtained by fiadng the maximum apd
minimum peaks on the observation frame,
Maximum i-th peak is denated by pf) and
the minimum ~th peak s denoted by i)
The prd B the maximum peak 8 located
before the minimum peak ), so thal the
reconstructed  signal from the Im
peak ®© the minimum peak can  be

formulated as

. . (H — oo
J""F,.{R_] =4, + ZHI COs __._._._E__iﬂl_
el Moo = P iy

Whers :
" _ PV

i =viil

2 . 2

The agand a are the Fourier cocfficients
for the DC components and the first
harmonic, Then the minimum peak to the
maximum pesk ¢an be reconstructed by
the following formula

E (n—-n, )7
strl=a, —Zﬂlms[v—*ﬁ——
?opan™ Mo

Where -

W P g )=
y. ' 3

()

4,

LT B!

TED FET TR FBE  JEB TRl TR T TR =4

n-th sampls
Fg L stnusoidal

modeling

Segmental

In afiame 1 consists of X segments of
reconsiructed signal contam of & cosine
signals and & negative cosine signals The
Eq(2) and Eg(4) are the clipped Founer
scrics. The higher order of the Fourer
series 5 reduced nto zeTo moorder
simplify the coding process for flie lower
rac. These cquations means that the
higher frequency & reduced, so that only
the DC-offset and the first Fouricr
coctficient 15 passed Into decoder.

QUANTIZATION (F THE PERIOD
INFORMATION

Speech signal i quantized based oo
peaks wvalue and distance botween  wo
consecutive  peaks  with  Segmental
sinusotdal ~ model,  Period  length
quantization can be reduced b stz by
application of codcbook or look-up table

signal
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Codebook design with ruspect oo the
statistical charactenisnes  of the  coded
signal The method © findng the code
vectors s training the frge number of
signal veetor

In  penod  kength  quantzahon,
codebook 1= desipn  hased on  the
quantization of period length value of the
targe number of speech signal, m order ©
obtain  the accumate codk vector B
minimize the distorhon of penod length
In this paper, wuo explan the desipn of
codebook modsl based an the quantization
of period lcngthSpeech signal s feiched
every 3 ms (240 samples)  before
separafed nto vorced and unvowed This
signal  will be  coded imto  scgmental
sinusoidal model with bit altocanon & 120
bits for 30 ms 1o order © obtamn the Taw of
4000 bit per second Speech signal cin e
coded into segmental smusoidal moddt for
every 120 samples. If the length of piich
period 18 moere than %) samples. it B
applicd the 2.1 decimation process So the
maimum  pumber of  maximum
minimum peaks 5 no more than 25Bascd
on the expermental rosults, e pened
length of guantization = vary from one o
43, 2 Duwstnbution of the guantzation of
the period B decreazsed for mercasing of
the length More than %0 % the valwe of
the quantization % luss than 10

The unvoiced signal contributes less
than frve of the penod length quantization
The voreed signal contnbutes the length of
perind quantization more than five  The
quantization of e length of perod mto
codebook B  reduced  the gquality  of
reconstructed signal

The oumber of penod  length
quantizazon for a block of signal with 30
as lkemgth 8 vered, The coding process is
more optimal f the gquantization 5 coded
mto blocks with vanation of the number
mdex of codebook pumber of pered
kngth gquantizauon that less than o &
dominant. Vanahon the number of period
length quannhzation B vay from oo © 45.
so that « nceds 6 it for cach value

| kpt [kpl [ kp2] kp24 |
6 67 1314 2021 1603 161
167 bn

Fig. 2 Bit results of period length
quantization

The length of penod & quantzed mto
st hit (&4 probubility of guantization
valuc) based on the higher value which B
45 the value of guantizanon s coded into
codebook with vary m length because of
variation of kp for a block with 30 ms
length

CODEBOOK FOR
QUANTIZATION

Speech sigmal 1 fotchod every 30 ms
due to obtain more than probabiliey of one
pitch length of signal. Quantzaton of the
period fength for a 30 ms of signal s
divided into five blocks Each of blocks
contain fivw wvalue of penod length
quantization For cach blocks wall be
coded mio codebuoks wath vary m theirs
index

The penod legth quanitzanon 18 coded
into codebooks that vary m length due ©
theirs probability number of &7 in a 20 ms
of specch signal, The fwe blocks of signal

PERIOD
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that quantized n period length has coded
into codebooks with length of 11 bits unul
five bits. The beginning of block
allocated the mor: number of bits because
of its high o probability % con,
espectally for voiced signal. The following
diagram shows the codebooks
arrang ement.

Table 1. Bit allocation for discrete bin

| bin block | Penod bit
cadebook RED
3640 R 7 %
31-35 7 % 56
26-30 6 9 54
21-25 5 1 50
16-20 4 {1 55
11-15 3 ! 33
6-10 3 11 3
In5 3 11 3

Some codebooks will wse a large
number of the memury place, n order ©
reduce coded daa signal rte. The wader
codchook has 2048 diffe rent codes, when
the smallcst has 32 ones. Each of codes
copsists of five period length quantization
o include five dimeasion code vector. The
number of memery that s allocated o the
highest codebook 18 3 x 2048 = 10240
places for iteger. Each of the infegers
needs 8 bil m memory, so that memory
allocation for 11 bit codebovk s B hits X
10240 = BI920 bits. or 10240 Bytes. Total
memory  allocation for four codebooks
with vanation m aze s
(2"'+2"%42° 4274 2%y x5x 8 bit = 149760
bits = 18720 Bytes. The total bait s
meded o allecate for period  length
gquantization is {1l+1H9+7+5) = 42 bits.

Then the rest 38 bit = aflocated for peak
quantization, formant and signal sign.

Table 2. Bit allucation for probubility bin
appear

| bin | Block | conftguration | Period | bit
: B
0 | 8 5555 5335 7 |5
E: 8 5555 5554 7. |56
[38 | 8 5855 5544 7 56
37 § 5555 5444 7 56
(36 | 8 55554444 | @ | %
35 7 5555555 | @ )
3] 7 ) S8s5%s4 | 9 j408
33 7 5555 544 R
32 7 55% 444 1 |4
3l 7 5554 444 | 7 9
0| 6 555 555 8 54
5 PR 1!
4 é 4 1!
3 1 B B
EE 2 .
1 | 1 | B
CONCLUSION

Human specch signal 15 consist of the
voiced s and unvoiced sigmal. The
votced signal has the certain petiod which
mentioned as pitch. Unvoiced signal has
the frequency specira from zero wntil the
indefinite  Hertz. One pitch  period of
voiced signal has 2 high correlation with
the one pitch pertod of the adjacent
scgment, With the high comelation. we can
compress a train of signal, referred by one

pe@d of voiced signal.
lemmw

by infinite  sinusvidal  signal  wath
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gombinahon of amplitude. frequency and
phase, Quantization is a me@Qds w-code o
compress a speech signal @Qarameters of
speech signal are dutected 2 n@eaks. both
posiive and ncgative peaks. The useful
pamamelers ae peaks and penod between
consecutive peaks In order v obtan the
lower size of signal paramcter, a look-up
table 1 npeeded  Signal paramcters  are
quantized mio vector gquantizaton form. so
that codebook has © be generated n order
© indexing of the wvector guantization.
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