
CHAPTER 6

CONCLUSION

From  this  Bus  Route  Demand  Prediction  With  Deep  Learning  study  LSTM-

Autoencoders-Bi-LSTM hybrid models and Bi-LSTM is created to get comparison from those

2 models, then ftom this research it can be concluded that :

1. with huge amount  of data  that  the authors  get,  surge in  demand for  bus routes  is

predictable since all deep learning model created in this study could predict the bus

route demand decently thanks to the LSTM layers,  this  time series problem could

solved.

2. Many other  data  can  be  extracted  from the  raw data  that  can  help  deep  leraning

training stages, from this reseach the author could extract 'covid', 'dayOfWeek', 'Akhir

Pekan', "NextDateisHoliday", "Next2DateisHoliday", "Next3DateisHoliday", out from

the date  time variable only,  so the trainable deep learning models  may have good

results.

3. Autoencoders in their nature will do every job very well on extraxting features out

from high dimensionality of the data, since the autoencoders it self is used to use on

unsupervised learning problems. Autoencoders  also done a good job for extracting

feature  from  this  study.  The  encoding  step  is  missing  some  information,  but  the

information that loss is information that doesent realy important for the prediction so

the machine can get more information that more meaning full and drop the unwanted

one  automaticly.  But  in  this  study  it  shows  that  models  with  autoencoders  when

compared with models that dosent have autoencoders dosent differ that much. This

happen probably because the data dimension in this study is not large enough so that

without autoencoder the models can predict pretty well. Its also need to be noted that

autoencoder have their own drawbacks due to its deeper network that hugely impact

the training time.

And here is for the suggestion and adfice from the author for future research:

1. Due to the lack of resouce and time that the author have, then further research for this

study is needed to prove more then from this research, probably adding more data

variable to se how it will impact for the models.
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2. Adding more deep learning models is needed so more than 1 models could compared

each from each other, probably using 2d Convolutional neural networks, LSTM-CNN

hybrid or even using machine learning method such as SVM.

3. Using more powerfull  machine to hugely cut of the training time so more models

could created for comparisons.

52


	APPROVAL PAGE FOR PUBLICATION OF SCIENTIFIC PAPERS FOR ACADEMIC INTREST
	CHAPTER 1 18.K1.0084
	ACKNOWLEDGMENT
	ABSTRACT
	Keyword: Autoencoders, deep learning, LSTM, Bi-LSTM
	CHAPTER 1 INTRODUCTION
	1.1. Background
	1.2. Problem Formulation
	1.3. Scope
	1.4. Objective

	CHAPTER 2 LITERATURE STUDY
	CHAPTER 3 RESEARCH METHODOLOGY
	3.1. Literature Review
	3.2. Data Anlaysis and Preprocessing
	3.2.1. Data Selection and Variable Analysis
	3.2.2. Data Visualization
	3.2.3. Split Data
	3.2.4. Feature Scaling

	3.3. it must be noted that feature scaling is must be done after the data is splited because if feature scaling is done before then the splited data could not be inverted back into its normal form.
	3.4. Creating Models
	3.4.1. LSTM Autoencoder-Bi-LSTM Hybrid Models
	3.4.2. Bi-LSTM Model

	3.5. Models Evaluation and Comparison

	CHAPTER 4 ANALYSIS AND DESIGN
	4.1. Data Preprocessing
	4.1.1. Data Selection and Variable Analysis
	4.1.2. Feature Extraction
	4.1.3. Split Data
	4.1.4. Data Analysis and feature scaling

	4.2. Deeplearning Model
	4.2.1. LSTM Autoencoder-Bi-LSTM Hybrid
	4.2.2. Bi-LSTM Model


	CHAPTER 5 IMPLEMENTATION AND RESULTS
	5.1. Implementation
	5.1.1. Pre-Processing
	5.1.2. LSTM-Autoencoders-Bi-LSTM hybrid model
	5.1.3. Bi-LSTM model
	This code is a function to create a new Bi-LSTM models. Line 2 and 3 is to create the input layer. Line 4 is where the input layer is concatenated into 1. Line 6 is where bi-LSTM layer created with total neuron of 77. Then finally, line 7 is the output layer where dense layer is used with 1 neuron which represent 1 single route prediction.
	This code show how the Bi-LSTM model trained, line 1 is to define early stopping so the overfitting problems could be prevented, line 2 is to define the modal check points. Modelcheckpoints is used so when the training is done the best weight will be saved. Then finals line 3 It's where to train the model using fit() function. The first param is to define the data, second param is for the data output, line 6 is to define how many epochs will be used, line 7 is to define callbacks where the value are variables from line 1 and 2.

	5.1.4. Prediction and inverse transformation

	Figure 5.2 is showing how was the line 6-18 code works. As seen in that figure the prediction created with the data predicted before and added with the categorical data fdrom test set. This loop will loop until the end of the test set data. But need to be mentioned, the prediction output from the trained model is still in scaled form, so in order to transform the data back to its original form, inverse method should be done.
	5.2. Result
	5.2.1. LSTM-Autoencoders-Bi-LSTM hybrid model
	A) Training losses and metrics
	B) Prediction of test set

	5.2.2. Bi-LSTM model
	A) Training losses and metrics
	B) Prediction of test set

	5.2.3. Comparisons
	To compare both models here we have table that shows the lowest loss from both models:


	CHAPTER 6 CONCLUSION

