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CHAPTER 4 

ANALYSIS AND DESIGN 

4.1. Overview 

In the previous chapter, we explained all about the methodology from this research.  Now, 

we are going to explain about the performance of the model, especially in machine learning 

algorithms.  If we do machine learning, of course it would explain the performance.  As we already 

mentioned in the previous chapter, the evaluation method of this performance includes precision, 

recall, F1-Score, and accuracy. 

In this chapter, we outline the analysis and design of this research.  Firstly, we explain the 

analysis method which was used in this research.  Second, we describe how the design and model 

perform in this research.  It explained with the picture, hopefully the reader can understand more 

with the pictures. 

4.2. Analysis 

The goal from this research is to get research’s performance by precision, recall, F1-Score, 

and accuracy.  The first analysis is supervised learning with Adaboost( Adaptive Boosting ) 

algorithm and the second is semi-supervised learning with Adaboost ( Adaptive Boosting ) 

algorithm.  In multi classification, we differentiate them into two parts.  The first is macro average 

and the second is micro average.  Macro average is used when we have more attention about 

performance in each class.  While micro average used when we did not care about performance in 

each class. 

For the first is precision, precision is the comparison between true positives and the positive 

predictions [24].  Precision shown at the Figure 4.1. below. 

 

Figure 4.1 Precision General Formula  
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The figure 4.1 count precision in general or used when in binary classification, we used 

true positive divided by true positive add with false positive.  True positives means how many 

numbers while the models predict true and the actual class is true.  False positives means that how 

many numbers while the models predict are true but the actual class is false. Higher precision 

indicates fewer false positives. 

 

Figure 4.2 Precision Micro-Averaged 

Macro-precision calculated with precision from each class which is used one vs rest method 

with that formula. If we used one vs rest, we can imagine that each class is a binary 

classification.  While their precisions from each class is added and then divided with the number 

of classes.  Micro-precision counts true positive and false negative in each class and then calculated 

with that formula.   

The second, recall measures the proportion of positives that are correctly identified as such 

[24].  Recall count the data which in actual fact is true.  So, the division are true positives divided 

true positif add false negatives.  Higher recall indicates fewer false negatives.  Recall shown at 

Figure 4.2.2. below. 

 

Figure 4.3 Recall General Formula 

The Figure 4.3 to count recall in general or used when in binary classification, we used 

true positive divided by true positive add with false negatives.  True positives means how many 

numbers while the models predict true and the actual class is true.  False negatives means how 

many numbers while the models predict false but the actual class is true.  

 

Figure 4.4 Recall Micro-Averaged 



35 

 

Macro-recall in Figure 4.4 calculated with precision from each class which uses a one vs 

rest method with that formula. If we used one vs rest, we can imagine that each class is a binary 

classification.  While their recall from each class is added and then divided with the number of 

classes.  Micro- recall counts true positive and false negative in each class and then calculated with 

that formula. 

The third is F1-Score, the F1 score is the harmonic mean of precision and recall.  To 

calculate F1-Score using this formula below. 

 

Figure 4.5 Macro-Averaged F1 Score 

From Figure 4.5, the macro-averaged F1 score is obtained with precision and recall in each 

class and then summed together and divided by the number of classes.  While the micro-averaged 

for F1 score formula is: 

 

Figure 4.6 Micro-Averaged F1 Score 

From Figure 4.6, micro-averaged for F1 score get two times with micro precision times 

with micro recall divided by micro-precision add with micro recall.  So, we get a micro-averaged 

F1 Score in this evaluation model.   

4.3. Design  

After we evaluate the model’s performance, we are now explained how the design of this 

model works.  Look at this picture Figure 4.7 below 
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Figure 4.7 Flowchart for News Categorization 

Below show how news labeled 

 

Figure 4.8 Labeled Dataset 

After the data is labeled by a human, now we preprocess the data until processing as we 

explained in the previous chapter.  In processing data, we split into two parts, processing data and 

modelling.  In the modelling we used Adaboost Algorithm with semi-supervised learning.  

The first popular boosting algorithm is Adaboost (Adaptive Boosting) algorithm that works 

in linear combination with a weak classifier.  Boosting algorithm is an ensemble learning technique 

for improving the training process.  Adaboost is relevant with binary classification, in this project, 

we proposed SAMME for multi-classification.  It was developed by M. Adaboost, J. Zhu, H. Zou, 

S. Rosset, and T. Hastie, a new algorithm that directly extends the AdaBoost algorithm to the 

multi-class case without reducing it to multiple two-class problems[23].  The algorithm, it 

explained by the picture below. 
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Figure 4.9 Adaboost Multiclass Formula 

The process of the SAMME algorithm is defined into 3 steps.  So, for the first is we 

initialized weight for each data in a row.  The weight is 1/N where N is the number of data trains.  

Second, this step has many sub-step, we start the iteration.  The goal of this iteration is to get the 

best value of alpha and get the total gain where the alpha is affected by the weight value.  The 

weight value is affected the classification problem.  The weight will decrease if the classification 

of the dataset is wrong predicted.  The trueness of the classification process belongs to the data 

train.  After getting the weight, now count the error rate of misclassified from the classification. 

This error rate value is used as a multiplication number to get the new weight of each data.  

Then, get the alpha value with the formula: 

 

Figure 4.10 The Alpha Value SAMME Formula 

Now, we get alpha value to count the new weight by the formula: 

 

Figure 4.11 The New Weight Value SAMME Formula  
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This weight is used for the input variable in the next iteration.  This iteration will run until some 

decision stumps which are declared at the beginning of this SAMME algorithm code.  This 

iteration will get the best Alpha value and the total of gain to predict the different data.  For the 

predict we use the formula: 

 

Figure 4.12 SAMME Predicted Formula 

From that, we get the predicted value from the sum of alpha and total gain of each row of 

the dataset.  Remember, the max depth of the tree is 1.  So, the value from every stump is summed 

together.  Referring to this project, we used scratch code for this algorithm, not just used the 

library.  So, we can explore more details about this algorithm.    

 

 


