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	ABSTRACT
	Face recognition is one technology that is commonly used now. Even our mobile phones use this technology as a security lock. Therefore, various algorithms continue to be developed to obtain maximum results with minimum costs. One of them is the Deep Neural Network or DNN algorithm. This DNN algorithm is part of the machine learning field. While DNN requires a large dataset to train the algorithm, another algorithm called the Principal Component Analysis (PCA) algorithm works good in a smaller dataset. These algorithms are compared to know which algorithm has the better result in given circumstances. Later the accuracy, speed, and optimality of the algorithms are analyzed. This project also examines the most preferable and optimum algorithms within the cases.
	By comparing these algorithms, we could know which algorithm is preferable based on your needs. First, fetch the Olivetti faces dataset with the help of the Sklearn dataset library and split the dataset into two parts; training set and testing set. Then, the DNN algorithm is trained using the training set. After that, the model trained is tested with the testing set. The same step is also done for the PCA algorithm. After the result is obtained, we can conclude which algorithm is better within the given condition.
	After the experiment is done, we can assume that the two algorithms have a s light difference in terms of accuracy. Also, the time used for running the PCA implementation code is slightly longer than DNN. However, that does not mean that the PCA algorithm is not great. If the dataset to be used is limited, PCA is going to be a good choice.
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