CHAPTER 1
INTRODUCTION

1.1. Background

Recognizing faces sounds like a simple thing to humans. We can easily recognize
someone in person or maybe through pictures or videos. Nevertheless, it is not that easy for

computer vision to do it.

Back in the day, we could only see the use of face recognition technology on
television or maybe in movies, but now facial recognition technology is commonly used in
various fields. Our smartphone is one such example, and almost every phone has the face
unlock feature nowadays. Because of that, so many algorithms are developed in order to find
the most optimum in terms of time, speed, and costs. One of them is Neural Networks. There
has been a surge of interest in neural networks, particularly deep and large networks. These

networks have exhibited impressive results [1].

However, besides the significant advantages, beginner researchers have one problem:
The approach is computationally expensive and requires a high degree of correlation between

the test and training images [2]. What should we do to overcome this weakness?

There is another approach to recognizing faces by using a statistical approach or
trying to search for patterns. One of the most popular algorithm was Principal Component
Algorithm (PCA). This algorithm is also called Eigenfaces when implemented on the images.
With more increase in the size of the training set, the algorithm shows increased accuracy [3].
This might be a solution for beginners who want to implement face recognition and do not

have adequate resources.

That is why this project specifically compares those two algorithms. Will there be
significant results in time, speed, accuracy, or even if these two algorithms compete with the
results. Which one is more effective with the environment given? Should we still use a neural
network with relatively large resources but high accuracy? Or is it better to use the PCA

algorithm as an alternative, which has fewer resources?
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1.2. Problem Formulation

1. How is the performance of the DNN and PCA algorithms in terms of accuracy and

speed?
2. Which algorithm is more optimal with the given circumstances?

3. Could the PCA algorithm outperform the DNN algorithm in a particular condition?

1.3. Scope

Two algorithms, namely DNN and PCA, are used to perform facial recognition. The
DNN algorithm is implemented with the help of the Keras library, while the PCA algorithm is
done from scratch. As the first step, load the dataset. For the DNN algorithm coding, the
dataset is loaded from Scikit Learn or often called Sklearn. Later the Sklearn is used as a
loader for the Olivetti faces dataset (ORL). This dataset contains pictures of 40 people with
some variances in lighting, expressions, and accessories. Then, after the dataset preprocessing
is complete, the face recognition process begins. This process includes the training and test
phase. The DNN and PCA algorithm are implemented separately, and a k-fold cross-
validation technique is used to split the datasets for the training and test phase. Finally, we

compare the result in terms of time, speed, and ease of implementation.

1.4. Objective

This project aims to test the DNN and PCA algorithm in face recognition and compare
each algorithm's accuracy in given circumstances. Both of the algorithms are trained and

tested with the same but randomized image datasets from ORL.
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	Face recognition is one technology that is commonly used now. Even our mobile phones use this technology as a security lock. Therefore, various algorithms continue to be developed to obtain maximum results with minimum costs. One of them is the Deep Neural Network or DNN algorithm. This DNN algorithm is part of the machine learning field. While DNN requires a large dataset to train the algorithm, another algorithm called the Principal Component Analysis (PCA) algorithm works good in a smaller dataset. These algorithms are compared to know which algorithm has the better result in given circumstances. Later the accuracy, speed, and optimality of the algorithms are analyzed. This project also examines the most preferable and optimum algorithms within the cases.
	By comparing these algorithms, we could know which algorithm is preferable based on your needs. First, fetch the Olivetti faces dataset with the help of the Sklearn dataset library and split the dataset into two parts; training set and testing set. Then, the DNN algorithm is trained using the training set. After that, the model trained is tested with the testing set. The same step is also done for the PCA algorithm. After the result is obtained, we can conclude which algorithm is better within the given condition.
	After the experiment is done, we can assume that the two algorithms have a s light difference in terms of accuracy. Also, the time used for running the PCA implementation code is slightly longer than DNN. However, that does not mean that the PCA algorithm is not great. If the dataset to be used is limited, PCA is going to be a good choice.
	Keyword: Deep Neural Network, Principal Component Analysis, Face Recognition
	LIST OF FIGURE
	LIST OF TABLE
	CHAPTER 1 INTRODUCTION
	1.1. Background
	1.2. Problem Formulation
	1.3. Scope
	1.4. Objective

	CHAPTER 2 LITERATURE STUDY
	CHAPTER 3 DATASET AND ALGORITHM
	3.3. PCA

	CHAPTER 4 ANALYSIS AND DESIGN
	4.1. Analysis
	4.2. Design

	CHAPTER 5 IMPLEMENTATION AND RESULTS
	5.1. Implementation
	5.2. Results
	5.3. Comparison

	CHAPTER 6 CONCLUSION

	c4a9009370e0f92ca9664d74275c52d9dfa318de305a6f4343398475f1fd3e1d.pdf
	1fca84614fc298df7f941b7cd681080b46c25bc2b11389814d45f25a97fb6028.pdf
	CHAPTER 3 DATASET AND ALGORITHM
	3.3. PCA

	CHAPTER 4 ANALYSIS AND DESIGN
	4.1. Analysis
	4.2. Design

	CHAPTER 5 IMPLEMENTATION AND RESULTS
	5.1. Implementation
	5.2. Results
	5.3. Comparison

	CHAPTER 6 CONCLUSION

	90e3502fc7fd7373c0e7f7029cfbd29e98cb6d114d920d540a23093b35f3d200.pdf
	Report #14310419


