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ABSTRACT

Space/storage management in database rely on the experience of
Database Administrator (DBA) to predict time left until full and supported by
script to alert when the database is full using precentage. There'’s no other way
Database Administrator to predict days left until database is full without
experience and feeling. For newly created database, Database Administrator
can't predict when the database is being full in second, third, until twelve month
(depends on how experienced the DBA is). The precentage threshold that is used
in alert system also provide a problem because if the started size is 100MB then
10% of free space is 10MB, but if the size reached 1000MB, 10% of it is 100MB
which is still a lot of free space.

This study trying. to-selve that problem- by applying Machine Learning
approach. This research use subset of machine learning, Deep Neural Network
that use multiple layer of neurons in Neural Network to extract useful data from a
pattern in the data. Deep Neural Network-algorithms get implemented in the
database system to forecasts time in days until the database considered full. The
algorithm.use simulation of oracle production database based on a retail
company.as corpus. Size and other various of data that are fetched from oracle
database about a tablespace are processed so it can be used to get the best input
parameters for training and predicting. The processed data that has output will be
divided to'training, validating, and testing, with the training and validating use
most of the dataset. This testing used for monitoring the performance of Deep
Neural Network and change the neural network settings and input to get the best
performance based on the accuracy(what considered accurate are when the
prediction is the same days as the real data or the prediction only has one day
difference from the real data) . This system uses precentage and bytes as threshold
that function as a flag if the current database size-is considered full. When it s full,
this system use.the Deep Neural Network. to train using past data to predict the
future data. Supervised method is used with days until current data is full as
output.

The result from this research-is-that Deep Neural Network can be used for
prediction on days left until oracle database tablespace is full to some degree.
Each cycle could have different pattern in adding extent and that makes the
accuracy goes down. The most optimal structure is using 3 input neurons, 3
hidden layer with shape of diamond (2 x total input — total input + (total input/2)
— total input), and I output neurons.

Keyword: Database, Database Administrator, Machine Learning, Deep Neural
Network, Forecasts, Oracle Database, Tablespace, Neurons, Storage
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