CHAPTER 3
RESEARCH METHODOLOGY

Scraping.

Data have to be extraggg_d"fg\n’htw_i_tter on the first time. Twitter may ask
API and costumer k‘é}-frz)_sc_rap its data. API_is a;a-ﬂhble on twitter developer app
site, log in intg“'til; site _lzvith t}c/itt!r acltoul?h tﬁ‘go thro_lig\t Twitter will share the
API number J1'(|ley a.ﬂt{:r*%everal terms d condition# which fip;plied before. Start

scrappi?'g/dfter API number ke d put hashtag as front Eitle. At least 100

data is @ntainé‘a" in one doc - /
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Pre-Prfcessing.
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h‘e{ore calcula lgor ta have to b€ proceed to erase
i - : |

symbols, Ie.‘&(z_mmor‘1|.words., and number. 'i“he process.should be:l;'I
\ Tﬁ;el:‘ized. : "-.._ fr’rf
I"._A se_n_tenc_.efwili"be h-illvi(ll‘e% Wo_rwllwords using this method.
By put;?ﬂgu@;ht_v&{qet{gls_i_de"ég-array, the work re-do until every
tweets on document _got into each own array. Afterward, the

sentence or tweet will divide word by word.
Stopwords

This used for deleting all symbol, number, and words that

classified as common words such as I, You, And, Then, etc.
Stemming

This used for reducing inflection in words, so it became base

words. For example for word excitement became excite.
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Tf-1df.

Document which had been pre-proceed, calculated with tf-idf method and
also the data testing too. First, calculate the Term frequency on training document.
The results will show how often a word came up in one document. Next, every

words will be weightin m_i,u-\fér/s? d ent frequency. Keep the data training,
do the same thir;g‘ﬂ@ita testinglat liast 10 tweets.
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k-NN Alg 1thm..

lgNN '}_ands for k-N ur algorit'hnﬂvhicl:l means a simple
supell|v1sed machlne* |

~used for:lgohvmg classification
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“standards. If th

minimal “is ch'bd negatlve otherw1se 1f the resultsvis the same as minimal

result is near to
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