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FOREWORD
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Abstract — Classification is the grouping of data with the greatest degree of similarity. Classification is generally only use the data numbers (math / statistics). The following classification using the data in the form of words of an article.

K-Means algorithm is an algorithm that is commonly used in data mining concepts. K-Means will classify the data according to the words contained therein. The articles that have a high degree of similarity words will occupy the same group.

Final results of this classification process is a recommendation for readers news. Readers can see any news that has a high degree of similarity with the article he was reading.

Keywords: Data Mining, K-Means Clustering.
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